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Rmind: a tool for cryptographically secure statistical analysis Dan Bogdanov, Liina Kamm, Sven Laur and Ville Sokk
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Necessary functionality• Classification, declassification and publishing of values• Protected storage of a private value• Support for vectors and matrices• Integer, Boolean, floating-point arithmetic• Division, square root• Shuffling• Linking• Sorting
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Quantiles (1)
 12 D. Bogdanov et al.
 world, we must simulate all actions given only the shares of [[~x]] correspondingto corrupted computing parties. The number of such shares reveals the numberof elements n in the subset. To simulate the outcomes of the oblivious shu✏eprotocol, we fix n random locations among N cells. To get shares of the elementsin the permuted vector [[~a]], we insert elements of [[~x]] one-by-one into these slotsand fill the remaining slots with [[0]]. To simulate vector [[~s]], we insert [[1]] to theslots corresponding to the locations where elements of [[~x]] were inserted and fillthe remaining slots with [[0]]. After that we open the vector [[~s]] to the attacker.As all operations are ideal, computing parties observe no di↵erence.
 Also, note that the order of shares [[~x]] matches: if corrupted parties behavehonestly, their shares of [[~x]] are in the same order as specified by T . Consequently,the hybrid protocol is cryptographically secure. The security of the real imple-mentation based on the PDK follows directly form the universal composabilityof shu✏e and declassify operations.
 The availability of filtering, predicate evaluation and summing elements ofa vector, allows us to implement privacy-preserving versions of data mining al-gorithms such as frequent itemset mining (FIM) [4]. As FIM is often used formining sparse datasets, a significant speedup can be achieved if the infrequentitemsets are pruned using the cut function.
 4. Data quality assurance
 When databases are encrypted or secret-shared, the privacy of the data donoris protected and no users, including system administrators can see individualvalues. However, this also makes it impossible for the data analyst to see thedata. Statistical analysts often detect patterns and anomalies, and formulatehypotheses when looking at the data values. Our solution is to provide privacy-preserving algorithms for a range of descriptive statistics that can give a feel ofthe data, while protecting the individual records.
 Given access to these aggregate values and the possibility to eliminate out-liers, it is possible to ensure data quality without compromising the privacy ofindividual data owners. Even though descriptive statistics leak some informationabout inputs, the leakage is small and strictly limited to aggregations permittedon the current database.
 4.1. Five-number summary
 Box-plots are simple tools for giving a visual overview of the data and for e↵ec-tively drawing attention to outliers. These diagrams are based on the five-numbersummary—a set of descriptive statistics that includes the minimum, lower quar-tile, median, upper quartile and maximum of an attribute. All of these valuesare, in essence, quantiles and can, therefore, be computed by using a formula forthe appropriate quantiles. As no one method for quantile estimation has beenwidely agreed upon in the statistics community, we use algorithm Q7 from [35]used by the R software. Let p be the percentile we want to find and let [[~a]] be avector of values sorted in ascending order. Then the quantile is computed usingthe following function:
 Q(p, [[~a]]) = (1� �) · [[aj
 ]] + � · [[aj+1]] ,
 Rmind: a tool for cryptographically secure statistical analysis 13
 Algorithm 2: Privacy-preserving algorithm for finding the five-numbersummary of a vector that leaks the size of the selected subset
 Data: Input data vector [[~a]] and corresponding mask vector [[~m]].Result: Minimum [[min]], lower quartile [[lq]], median [[me]], upper quartile
 [[uq]], and maximum [[max]] of [[~a]] based on the mask vector [[~m]]1 [[~x]] cut([[~a]], [[~m]])
 2 [[~b]] sort([[~x]])3 [[min]] [[b1]]4 [[max]] [[b
 n
 ]]
 5 [[lq]] Q(0.25, [[~b]])
 6 [[me]] Q(0.5, [[~b]])
 7 [[uq]] Q(0.75, [[~b]])8 return ([[min]], [[lq]], [[me]], [[uq]], [[max]])
 Algorithm 3: Privacy-preserving algorithm for finding the five-numbersummary of a vector that hides the size of the selected subset.
 Data: Input data vector [[~a]] of size N and corresponding mask vector [[~m]].Result: Minimum [[min]], lower quartile [[lq]], median [[me]], upper quartile
 [[uq]], and maximum [[max]] of [[~a]] based on the mask vector [[~m]]
 1 ([[~b]], [[ ~m0]]) sort⇤([[~a]], [[~m]])2 [[n]] sum([[~m]])3 [[os]] N � [[n]]4 [[min]] [[b[[1+os]]]]5 [[max]] [[b
 N
 ]]6 [[lq]] Q⇤(0.25, [[~a]], [[os]])7 [[me]] Q⇤(0.5, [[~a]], [[os]])8 [[uq]] Q⇤(0.75, [[~a]], [[os]])9 return ([[min]], [[lq]], [[me]], [[uq]], [[max]])
 where j = b(n� 1)pc+1, n is the size of vector [[~a]], and � = np�b(n� 1)pc� p.For finding the j-th element in a private vector of values, we can either useprivacy-preserving versions of vector lookup or sorting.
 Using the quantile computation formula Q, the five-number summary can becomputed as given in Algorithm 2. The algorithm uses Algorithm 1 to removeunwanted or missing values from the data vector. The subset vector is sorted in aprivacy-preserving way and the summary elements are computed. As mentionedbefore, function cut leaks the count of elements n that correspond to the filtersignified by the mask vector [[~m]]. If we want to keep n secret, we can use Algo-rithm 3 which hides n, but is slower than Algorithm 2. Note that Algorithm 2consists of the cut operation followed by a straight line program. Hence, wecan use the universal composability property of the PDK together with the cutsecurity proof to conclude that Algorithm 2 is cryptographically secure.
 Algorithm 3 starts with a call to the function sort⇤. This function first sortsthe data vector by the data values and then by the mask values (line 1) to ensurethat unwanted or missing values will be at the beginning of the vector. Next,the o↵set is computed privately on line 3. The formula Q⇤ for computing the
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 Algorithm 2: Privacy-preserving algorithm for finding the five-numbersummary of a vector that leaks the size of the selected subset
 Data: Input data vector [[~a]] and corresponding mask vector [[~m]].Result: Minimum [[min]], lower quartile [[lq]], median [[me]], upper quartile
 [[uq]], and maximum [[max]] of [[~a]] based on the mask vector [[~m]]1 [[~x]] cut([[~a]], [[~m]])
 2 [[~b]] sort([[~x]])3 [[min]] [[b1]]4 [[max]] [[b
 n
 ]]
 5 [[lq]] Q(0.25, [[~b]])
 6 [[me]] Q(0.5, [[~b]])
 7 [[uq]] Q(0.75, [[~b]])8 return ([[min]], [[lq]], [[me]], [[uq]], [[max]])
 Algorithm 3: Privacy-preserving algorithm for finding the five-numbersummary of a vector that hides the size of the selected subset.
 Data: Input data vector [[~a]] of size N and corresponding mask vector [[~m]].Result: Minimum [[min]], lower quartile [[lq]], median [[me]], upper quartile
 [[uq]], and maximum [[max]] of [[~a]] based on the mask vector [[~m]]
 1 ([[~b]], [[ ~m0]]) sort⇤([[~a]], [[~m]])2 [[n]] sum([[~m]])3 [[os]] N � [[n]]4 [[min]] [[b[[1+os]]]]5 [[max]] [[b
 N
 ]]6 [[lq]] Q⇤(0.25, [[~a]], [[os]])7 [[me]] Q⇤(0.5, [[~a]], [[os]])8 [[uq]] Q⇤(0.75, [[~a]], [[os]])9 return ([[min]], [[lq]], [[me]], [[uq]], [[max]])
 where j = b(n� 1)pc+1, n is the size of vector [[~a]], and � = np�b(n� 1)pc� p.For finding the j-th element in a private vector of values, we can either useprivacy-preserving versions of vector lookup or sorting.
 Using the quantile computation formula Q, the five-number summary can becomputed as given in Algorithm 2. The algorithm uses Algorithm 1 to removeunwanted or missing values from the data vector. The subset vector is sorted in aprivacy-preserving way and the summary elements are computed. As mentionedbefore, function cut leaks the count of elements n that correspond to the filtersignified by the mask vector [[~m]]. If we want to keep n secret, we can use Algo-rithm 3 which hides n, but is slower than Algorithm 2. Note that Algorithm 2consists of the cut operation followed by a straight line program. Hence, wecan use the universal composability property of the PDK together with the cutsecurity proof to conclude that Algorithm 2 is cryptographically secure.
 Algorithm 3 starts with a call to the function sort⇤. This function first sortsthe data vector by the data values and then by the mask values (line 1) to ensurethat unwanted or missing values will be at the beginning of the vector. Next,the o↵set is computed privately on line 3. The formula Q⇤ for computing the
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Quantiles (2)Rmind: a tool for cryptographically secure statistical analysis 13
 Algorithm 2: Privacy-preserving algorithm for finding the five-numbersummary of a vector that leaks the size of the selected subset
 Data: Input data vector [[~a]] and corresponding mask vector [[~m]].Result: Minimum [[min]], lower quartile [[lq]], median [[me]], upper quartile
 [[uq]], and maximum [[max]] of [[~a]] based on the mask vector [[~m]]1 [[~x]] cut([[~a]], [[~m]])
 2 [[~b]] sort([[~x]])3 [[min]] [[b1]]4 [[max]] [[b
 n
 ]]
 5 [[lq]] Q(0.25, [[~b]])
 6 [[me]] Q(0.5, [[~b]])
 7 [[uq]] Q(0.75, [[~b]])8 return ([[min]], [[lq]], [[me]], [[uq]], [[max]])
 Algorithm 3: Privacy-preserving algorithm for finding the five-numbersummary of a vector that hides the size of the selected subset.
 Data: Input data vector [[~a]] of size N and corresponding mask vector [[~m]].Result: Minimum [[min]], lower quartile [[lq]], median [[me]], upper quartile
 [[uq]], and maximum [[max]] of [[~a]] based on the mask vector [[~m]]
 1 ([[~b]], [[ ~m0]]) sort⇤([[~a]], [[~m]])2 [[n]] sum([[~m]])3 [[os]] N � [[n]]4 [[min]] [[b[[1+os]]]]5 [[max]] [[b
 N
 ]]6 [[lq]] Q⇤(0.25, [[~a]], [[os]])7 [[me]] Q⇤(0.5, [[~a]], [[os]])8 [[uq]] Q⇤(0.75, [[~a]], [[os]])9 return ([[min]], [[lq]], [[me]], [[uq]], [[max]])
 where j = b(n� 1)pc+1, n is the size of vector [[~a]], and � = np�b(n� 1)pc� p.For finding the j-th element in a private vector of values, we can either useprivacy-preserving versions of vector lookup or sorting.
 Using the quantile computation formula Q, the five-number summary can becomputed as given in Algorithm 2. The algorithm uses Algorithm 1 to removeunwanted or missing values from the data vector. The subset vector is sorted in aprivacy-preserving way and the summary elements are computed. As mentionedbefore, function cut leaks the count of elements n that correspond to the filtersignified by the mask vector [[~m]]. If we want to keep n secret, we can use Algo-rithm 3 which hides n, but is slower than Algorithm 2. Note that Algorithm 2consists of the cut operation followed by a straight line program. Hence, wecan use the universal composability property of the PDK together with the cutsecurity proof to conclude that Algorithm 2 is cryptographically secure.
 Algorithm 3 starts with a call to the function sort⇤. This function first sortsthe data vector by the data values and then by the mask values (line 1) to ensurethat unwanted or missing values will be at the beginning of the vector. Next,the o↵set is computed privately on line 3. The formula Q⇤ for computing the

Page 8
                        

Quantiles (3)
 Rmind: a tool for cryptographically secure statistical analysis 13
 Algorithm 2: Privacy-preserving algorithm for finding the five-numbersummary of a vector that leaks the size of the selected subset
 Data: Input data vector [[~a]] and corresponding mask vector [[~m]].Result: Minimum [[min]], lower quartile [[lq]], median [[me]], upper quartile
 [[uq]], and maximum [[max]] of [[~a]] based on the mask vector [[~m]]1 [[~x]] cut([[~a]], [[~m]])
 2 [[~b]] sort([[~x]])3 [[min]] [[b1]]4 [[max]] [[b
 n
 ]]
 5 [[lq]] Q(0.25, [[~b]])
 6 [[me]] Q(0.5, [[~b]])
 7 [[uq]] Q(0.75, [[~b]])8 return ([[min]], [[lq]], [[me]], [[uq]], [[max]])
 Algorithm 3: Privacy-preserving algorithm for finding the five-numbersummary of a vector that hides the size of the selected subset.
 Data: Input data vector [[~a]] of size N and corresponding mask vector [[~m]].Result: Minimum [[min]], lower quartile [[lq]], median [[me]], upper quartile
 [[uq]], and maximum [[max]] of [[~a]] based on the mask vector [[~m]]
 1 ([[~b]], [[ ~m0]]) sort⇤([[~a]], [[~m]])2 [[n]] sum([[~m]])3 [[os]] N � [[n]]4 [[min]] [[b[[1+os]]]]5 [[max]] [[b
 N
 ]]6 [[lq]] Q⇤(0.25, [[~a]], [[os]])7 [[me]] Q⇤(0.5, [[~a]], [[os]])8 [[uq]] Q⇤(0.75, [[~a]], [[os]])9 return ([[min]], [[lq]], [[me]], [[uq]], [[max]])
 where j = b(n� 1)pc+1, n is the size of vector [[~a]], and � = np�b(n� 1)pc� p.For finding the j-th element in a private vector of values, we can either useprivacy-preserving versions of vector lookup or sorting.
 Using the quantile computation formula Q, the five-number summary can becomputed as given in Algorithm 2. The algorithm uses Algorithm 1 to removeunwanted or missing values from the data vector. The subset vector is sorted in aprivacy-preserving way and the summary elements are computed. As mentionedbefore, function cut leaks the count of elements n that correspond to the filtersignified by the mask vector [[~m]]. If we want to keep n secret, we can use Algo-rithm 3 which hides n, but is slower than Algorithm 2. Note that Algorithm 2consists of the cut operation followed by a straight line program. Hence, wecan use the universal composability property of the PDK together with the cutsecurity proof to conclude that Algorithm 2 is cryptographically secure.
 Algorithm 3 starts with a call to the function sort⇤. This function first sortsthe data vector by the data values and then by the mask values (line 1) to ensurethat unwanted or missing values will be at the beginning of the vector. Next,the o↵set is computed privately on line 3. The formula Q⇤ for computing the
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Descriptive statistics
 • Five number summary and boxplot• Histogram, frequency table, heatmap• Mean, variance, standard deviation, covariance
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Statistical testing
 Public data
 Data Teststatistic p-value Threshold
 Public data
 Data Teststatistic p-value Threshold
 Private data
 Comparison
 Comparison
 Public data
 Data Teststatistic
 Critical teststatistic Threshold
 Private data
 Comparison
 Option 1
 Option 2
 Public data
 Data Teststatistic Comparison Threshold
 Private data
 p-value
 Option 3
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Statistical tests• t-test, paired t-test• Wilcoxon rank sum test, signed rank test• chi-square test• Multiple testing correction
 • Bonferroni correction• Benjamini-Hochberg procedure
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Linear regression (1)
 Rmind: a tool for cryptographically secure statistical analysis 23
 6.1. Linear regression
 Linear regression is the most commonly used method for predicting values ofvariables based on other existing variables. It can also be used to find out if andhow strongly certain variables influence other variables in a dataset.
 Let us assume that we have k independent variable vectors of n elements, i.eX = (X
 j,i
 ), where i 2 {0, . . . , k} and j 2 {1, . . . , n}. The vector Xj,0 = (1) is an
 added variable for the constant term. Let ~y = (yj
 ) be the vector of dependent
 variables. We want to estimate the unknown coe�cients ~
 � = (�i
 ) such that
 y
 j
 = �
 k
 Xj,k
 + . . .+ �1Xj,1 + �0Xj,0 + "
 j
 where the vector of errors ~" = ("j
 ) is assumed to be white Gaussian noise. This
 list of equations can be compactly written as ~" = X~
 � � ~y. Most methods forlinear regression try to minimize the square of residuals
 k~"k2 = k~y �X~
 �k2 . (1)
 This can be done directly or by first converting the minimization task into itsequivalent characterization in terms of linear equations:
 XTX~
 � = XT
 ~y . (2)
 Let us first look at simple linear regression, where the aim of the analysis isto find ↵̂ and �̂ that fit the approximation y
 i
 ⇡ �0+�1xi
 best for all data points.Then the corresponding linear equation (2) can be solved directly:
 �̂1 =cov(~x, ~y)
 var(~x)
 �̂0 = mean(~y)� �̂1 ·mean(~x) .
 As we have the capability to compute covariance and variance in the privacy-preserving setting, we can also estimate the values of �̂0 and �̂1 in this setting.
 We will look at three di↵erent methods for solving the system (2) with morethan one explanatory variable: for k < 4, we simply invert the matrix by com-puting determinants. For the general case, we give algorithms for the Gaussianelimination method [48] and LU decomposition [48]. We also describe the con-jugate gradient method [33] that directly minimizes the square of residuals (1).
 In all these algorithms, we assume that the data matrix has already beenmultiplied with its transpose: [[A]] = [[X]]T [[X]] and the dependent variable has
 been multiplied with the transpose of the data matrix: [[~b]] = [[X]]T [[~y]].In the privacy-preserving setting, matrix inversion using determinants is
 straightforward, and using this method to solve a system of linear equationsrequires only the use of multiplication, addition and division, and, therefore, wewill not discuss it in length. For the more general methods for solving systemsof linear equations, we first give an algorithm that finds the first maximum el-ement in a vector and also returns its location in the vector, used for findingthe pivot element. While the Gaussian and LU decomposition algorithms canbe used without pivoting, it is not advisable as the algorithms are numericallyunstable in the presence of any roundo↵ errors [48].
 Algorithm 10 describes the functionmaxLoc that finds the pivot element andits location from a given vector. To avoid leaking information about equal valuesin a vector, the indices are first permuted to ensure cryptographic privacy. This
 • k independent variables , one dependent variable• Want to find such that
 • Minimise the square of residuals• Convert the task to its equivalent characterisation in terms of
 linear equations
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 In all these algorithms, we assume that the data matrix has already beenmultiplied with its transpose: [[A]] = [[X]]T [[X]] and the dependent variable has
 been multiplied with the transpose of the data matrix: [[~b]] = [[X]]T [[~y]].In the privacy-preserving setting, matrix inversion using determinants is
 straightforward, and using this method to solve a system of linear equationsrequires only the use of multiplication, addition and division, and, therefore, wewill not discuss it in length. For the more general methods for solving systemsof linear equations, we first give an algorithm that finds the first maximum el-ement in a vector and also returns its location in the vector, used for findingthe pivot element. While the Gaussian and LU decomposition algorithms canbe used without pivoting, it is not advisable as the algorithms are numericallyunstable in the presence of any roundo↵ errors [48].
 Algorithm 10 describes the functionmaxLoc that finds the pivot element andits location from a given vector. To avoid leaking information about equal valuesin a vector, the indices are first permuted to ensure cryptographic privacy. This
 xk y
 bi
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Linear regression (2)• Simple linear regression (one variable)• Matrix inversion (up to four variables)• Gaussian elimination with back substitution• LU decomposition
 • Conjugate gradient method
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Max Loc24 D. Bogdanov et al.
 Algorithm 10: maxLoc: Finding the first maximum element and its lo-cation in a vector in a privacy-preserving setting
 Data: A vector [[~a]] of length n
 Result: The maximum element [[b]] and its location [[l]] in the vector1 Let ⇡(j) be a permutation of indices j 2 {1, . . . , n}2 [[b]] [[a
 ⇡(1)]] and [[l]] ⇡(1)3 for i 2 {⇡(2), . . . ,⇡(n)} do4 [[c]] (
 ��[[a⇡(i)]]
 ��> |[[b]]|)
 5 [[b]] [[b]]� [[c]] · [[b]] + [[c]] · [[a⇡(i)]]
 6 [[l]] [[l]]� [[c]] · [[l]] + [[c]] · ⇡(i)7 end8 return ([[b]], [[l]])
 means that the indices are traversed in random order during each execution. Online 4, the current maximum element is compared with the element that is beingviewed. On lines 5 and 6 the value and its location are determined obliviously.Namely, if the new element was larger, it will be considered as the new maximumelement and its location will be recorded based on the same comparison result.For several maximum elements, it returns the location of one of these elements.
 Of the two algorithms for solving a system of linear equations, let us firstlook more closely at Gaussian elimination with backsubstitution. Algorithm 11gives the privacy-preserving version of the Gaussian elimination algorithm.
 At the start of the algorithm (line 2), the rows of the input matrix [[A]] areshu✏ed along with the elements of the dependent variable vector, that have beencopied to [[~x]], retaining the relations. On lines 5-13, the pivot element is locatedfrom the remaining matrix rows and then the rows are interchanged so that theone with the pivot element becomes the current row. Note that all the matrixindices are public and, hence, all of the conditionals work in the public setting.As we need to use the pivot element as the divisor, we need to check whetherit is 0. However, we do not want to give out information about the location ofthis value so, on line 14, we privately make a note whether any of the pivotelements is 0, and on line 34, we finish the algorithm early if we are dealing witha singular matrix. Note that in the platform we are using, division by 0 willnot be reported during privacy-preserving computations as this would reveal thedivisor immediately.
 On lines 17 - 22, elements on the pivot line are reduced. Similarly, on lines 23 -31, elements below the pivot line are reduced. Finally, on lines 36 - 39, backsub-stitution is performed to get the values of the coe�cients.
 The main di↵erence between the original and the privacy-preserving Gaussianelimination algorithm is actually in themaxLoc function. In the original version,elements are compared one-by-one to the largest element so far and at the end ofthe subroutine, the greatest element and its location have been found. As for oursystem, we basically do the same thing only we use oblivious choice instead of thestraightforward if-clauses. This way, we are able to keep the largest element secretand we only reveal its location at the end without finding out other relationshipsbetween elements in the vector during the execution of this algorithm.
 Lemma 6.1. If operations in the PDK are universally composable, then Algo-rithm 11 leaks only whether the matrix is singular or not.
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