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Preface
 Purpose
 The purpose of this book is to give the reader a better understanding ofhow computers really work at a lower level than in programming languageslike Pascal. By gaining a deeper understanding of how computers work, thereader can often be much more productive developing software in higher levellanguages such as C and C++. Learning to program in assembly languageis an excellent way to achieve this goal. Other PC assembly language booksstill teach how to program the 8086 processor that the original PC usedin 1980! This book instead discusses how to program the 80386 and laterprocessors in protected mode (the mode that Windows runs in). There areseveral reasons to do this:
 1. It is easier to program in protected mode than in the 8086 real modethat other books use.
 2. All modern PC operating systems run in protected mode.
 3. There is free software available that runs in this mode.
 The lack of textbooks for protected mode PC assembly programming is themain reason that the author wrote this book.
 As alluded to above, this text makes use of Free/Open Source software:namely, the NASM assembler and the DJGPP C/C++ compiler. Both ofthese are available to download off the Internet. The text also discusses howto use NASM assembly code under the Linux operating system and withBorland’s and Microsoft’s C/C++ compilers under Windows.
 Be aware that this text does not attempt to cover every aspect of assem-bly programming. The author has tried to cover the most important topicsthat all programmers should be acquainted with.
 v
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Chapter 1
 Introduction
 1.1 Number Systems
 Memory in a computer consists of numbers. Computer memory doesnot store these numbers in decimal (base 10). Because it greatly simplifiesthe hardware, computers store all information in a binary (base 2) format.First let’s review the decimal system.
 1.1.1 Decimal
 Base 10 numbers are composed of 10 possible digits (0-9). Each digit ofa number has a power of 10 associated with it based on its position in thenumber. For example:
 234 = 2× 102 + 3× 101 + 4× 100
 1.1.2 Binary
 Base 2 numbers are composed of 2 possible digits (0 and 1). Each digitof a number has a power of 2 associated with it based on its position in thenumber. (A single binary digit is called a bit.) For example:
 110012 = 1× 24 + 1× 23 + 0× 22 + 0× 21 + 1× 20
 = 16 + 8 + 1= 25
 This shows how binary may be converted to decimal. Table 1.1 showshow the first few binary numbers are converted.
 Figure 1.1 shows how individual binary digits (i.e., bits) are added.Here’s an example:
 1
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2 CHAPTER 1. INTRODUCTION
 Decimal Binary Decimal Binary0 0000 8 10001 0001 9 10012 0010 10 10103 0011 11 10114 0100 12 11005 0101 13 11016 0110 14 11107 0111 15 1111
 Table 1.1: Decimal 0 to 15 in Binary
 No previous carry Previous carry0 0 1 1 0 0 1 1
 +0 +1 +0 +1 +0 +1 +0 +10 1 1 0 1 0 0 1
 c c c c
 Figure 1.1: Binary addition (c stands for carry)
 110112
 +100012
 1011002
 Consider the following binary division:
 11012 ÷ 102 = 1102 r 1
 This shows that dividing by two in binary shifts all the bits to the rightby one position and moves the original rightmost bit into the remainder.(Analogously, dividing by ten in decimal shifts all the decimal digits to theright by one and moves the original rightmost digit into the remainder.)This fact can be used to convert a decimal number to its equivalent binaryrepresentation as Figure 1.2 shows. This method finds the rightmost digitfirst, this digit is called the least significant bit (lsb). The leftmost digit iscalled the most significant bit (msb). The basic unit of memory consists of8 bits and is called a byte.
 1.1.3 Hexadecimal
 Hexadecimal numbers use base 16. Hexadecimal (or hex for short) canbe used as a shorthand for binary numbers. Hex has 16 possible digits. This
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1.1. NUMBER SYSTEMS 3
 Decimal Binary25÷ 2 = 12 r 1 11001÷ 10 = 1100 r 112÷ 2 = 6 r 0 1100÷ 10 = 110 r 06÷ 2 = 3 r 0 110÷ 10 = 11 r 03÷ 2 = 1 r 1 11÷ 10 = 1 r 11÷ 2 = 0 r 1 1÷ 10 = 0 r 1
 Figure 1.2: Decimal conversion
 589÷ 16 = 36 r 1336÷ 16 = 2 r 42÷ 16 = 0 r 2
 Figure 1.3:
 creates a problem since there are no symbols to use for these extra digitsafter 9. By convention, letters are used for these extra digits. The 16 hexdigits are 0-9 then A, B, C, D, E and F. The digit A is equivalent to 10in decimal, B is 11, etc. Each digit is a hex number has a power of 16associated with it. Example:
 2BD16 = 2× 162 + 11× 161 + 13× 160
 = 512 + 176 + 13= 701
 To convert from decimal to hex, use the same idea that was used for binaryconversion except divide by 16. See Figure 1.3 for an example.
 Thus, 589 = 24D16. The reason that hex is useful is that there is avery simple way to convert between hex and binary. Binary numbers getlarge and cumbersome quickly. Hex provides a much more compact way torepresent binary.
 To convert a hex number to binary, simply convert each hex digit to a4-bit binary number. For example, 24D16 is converted to 0010 0100 11012.Note that the leading zero’s of the 4-bits are important! Converting from
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4 CHAPTER 1. INTRODUCTION
 word 2 bytesdouble word 4 bytesquad word 8 bytesparagraph 16 bytes
 Table 1.2: Units of Memory
 binary to hex is just as easy. Just do the reverse conversion. Convert each4-bit segments of the binary to hex. Remember to start from the right end,not the left end of the binary number. Example:
 110 0000 0101 1010 0111 11102
 6 0 5 A 7 E16
 A 4-bit number is called a nibble. Thus each hex digit corresponds toa nibble. Two nibbles make a byte and so a byte can be represented by a2-digit hex number. A byte’s value ranges from 0 to 11111111 in binary, 0to FF in hex and 0 to 255 in decimal.
 1.2 Computer Organization
 1.2.1 Memory
 The basic unit of memory is a byte. A computer with 32 Meg of RAMcan hold roughly 32 million bytes of information. Each byte in memory islabeled by an unique number know as its address as Figure 1.4 shows.
 Address 0 1 2 3 4 5 6 7Memory 2A 45 B8 20 8F CD 12 2E
 Figure 1.4: Memory Addresses
 All data in memory is numeric. Characters are stored by using a char-acter code. The PC uses the most common character code known as ASCII(American Standard Code for Information Interchange). Often memory isused in larger chunks than single bytes. Names have been given to theselarger sections of memory as Table 1.2 shows.
 1.2.2 The CPU
 The Central Processing Unit (CPU) is the hardware that directs theexecution of instructions. The instructions that CPU’s perform are generally
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1.2. COMPUTER ORGANIZATION 5
 very simple. Instructions may require the data they act on to be in specialstorage locations in the CPU itself called registers. The CPU can access datain registers much faster than data in RAM memory. However, the numberof registers in a CPU is limited, so the programmer must take care to keeponly currently used data in registers.
 The instructions a type of CPU executes make up the CPU’s machinelanguage. Machine programs have a much more basic structure than higher-level languages. Machine language instructions are encoded as raw numbers,not in friendly text formats. A CPU must be able to decode an instruction’spurpose very quickly to run efficiently. Machine language is designed withthis goal in mind, not to be easily deciphered by humans. Programs writtenin other languages must be converted to the native machine language ofthe CPU to run on the computer. A compiler is a program that translatesprograms written in a programming language into the machine language ofa particular computer architecture. In general, every type of CPU has itsown unique machine language. This is one reason why programs written fora Mac can not run on an IBM-type PC.
 1.2.3 The 80x86 family of CPUs
 IBM-type PC’s contain a CPU from Intel’s 80x86 family (or a clone ofone). The CPU’s in this family all have some common features including abase machine language. However, the more recent members greatly enhancethe features.
 8088,8086: These CPU’s from the programming standpoint are identical.They were the CPU’s used in the earliest PC’s. They provide several16-bit registers: AX, BX, CX, DX, SI, DI, BP, SP, CS, DS, SS, ES, IP,FLAGS. They only support up to one megabyte of memory and onlyoperate in real mode. In this mode, a program may access any memoryaddress, even the memory of other programs! This makes debuggingand security very difficult! Also, program memory has to be dividedinto segments. Each segment can not be larger than 64K.
 80286: This CPU was used in AT class PC’s. It adds some new instructionsto the base machine language of the 8088/86. However, it’s main newfeature is 16-bit protected mode. In this mode, it can access up to 16megabytes and protect programs from accessing each other’s memory.However, programs are still divided into segments that could not bebigger than 64K.
 80386: This CPU greatly enhanced the 80286. First, it extends many ofthe registers to hold 32-bits (EAX, EBX, ECX, EDX, ESI, EDI, EBP,ESP, EIP) and adds two new 16-bit registers FS and GS. It also adds
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6 CHAPTER 1. INTRODUCTION
 AXAH AL
 Figure 1.5: The AX register
 a new 32-bit protected mode. In this mode, it can access up to 4gigabytes. Programs are again divided into segments, but now eachsegment can also be up to 4 gigabytes in size!
 80486/Pentium/Pentium Pro: These members of the 80x86 family addvery few new features. They mainly speed up the execution of theinstructions.
 Pentium MMX: This processor adds the MMX (MultiMedia eXentions)instructions to the Pentium. These instructions can speed up commongraphics operations.
 Pentium II: This is the Pentium Pro processor with the MMX instructionsadded. (The Pentium III is essentially just a faster Pentium II.)
 1.2.4 8086 16-bit Registers
 The original 8086 CPU provided four 16-bit general purpose registers:AX, BX, CX and DX. Each of these registers could be decomposed intotwo 8-bit registers. For example, the AX register could be decomposed intothe AH and AL registers as Figure 1.5 shows. The AH register containsthe upper (or high) 8 bits of AX and AL contains the lower 8 bits of AX.Often AH and AL are used as independent one byte registers; however, it isimportant to realize that they are not independent of AX. Changing AX’svalue will change AH and AL and vis versa. The general purpose registersare used in many of the data movement and arithmetic instructions.
 There are two 16-bit index registers: SI and DI. They are often usedas pointers, but can be used for many of the same purposes as the generalregisters. However, they can not be decomposed into 8-bit registers.
 The 16-bit BP and SP registers are used to point to data in the machinelanguage stack. These will be discussed later.
 The 16-bit CS, DS, SS and ES registers are segment registers. Theydenote what memory is used for different parts of a program. CS standsfor Code Segment, DS for Data Segment, SS for Stack Segment and ES forExtra Segment. ES is used as a temporary segment register. The details ofthese registers are in Sections 1.2.6 and 1.2.7.
 The Instruction Pointer (IP) register is used with the CS register tokeep track of the address of the next instruction to be executed by the
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1.2. COMPUTER ORGANIZATION 7
 CPU. Normally, as an instruction is executed, IP is advanced to point tothe next instruction in memory.
 The FLAGS register stores important information about the results of aprevious instruction. This results are stored as individual bits in the register.For example, the Z bit is 1 if the result of the previous instruction was zeroor 0 if not zero. Not all instructions modify the bits in FLAGS, consult thetable in the appendix to see how individual instructions affect the FLAGSregister.
 1.2.5 80386 32-bit registers
 The 80386 and later processors have extended registers. For example,the 16-bit AX register is extended to be 32-bits. To be backward compatible,AX still refers to the 16-bit register and EAX is used to refer to the extended32-bit register. AX is the lower 16-bits of EAX just as AL is the lower 8-bits of AX (and EAX). There is no way to access the upper 16-bits of EAXdirectly.
 The segment registers are still 16-bit in the 80386. There are also twonew segment registers: FS and GS. Their names do not stand for anything.They are extra temporary segment registers (like ES).
 1.2.6 Real Mode
 In real mode, memory is limited to only one megabyte (220 bytes). Valid So where did the infa-mous DOS 640K limitcome from? The BIOSrequired some of the 1Mfor it’s code and for hard-ware devices like the videoscreen.
 address range from (in hex) 00000 to FFFFF. These addresses require a20-bit number. Obviously, a 20-bit number will not fit into any of the8086’s 16-bit registers. Intel solved this problem, by using two 16-bit valuesdetermine an address. The first 16-bit value is called the selector. Selectorvalues must be stored in segment registers. The second 16-bit value is calledthe offset. The physical address referenced by a 32-bit selector:offset pair iscomputed by the formula
 16 ∗ selector + offset
 Multiplying by 16 in hex is easy, just add a 0 to the right of the number.For example, the physical addresses referenced by 047C:0048 is given by:
 047C0+004804808
 In effect, the selector value is a paragraph number (see Table 1.2).Real segmented addresses have disadvantages:
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8 CHAPTER 1. INTRODUCTION
 • A single selector value can only reference 64K of memory (the upperlimit of the 16-bit offset). What if a program has more than 64K ofcode? A single value in CS can not be used for the entire executionof the program. The program must be split up into sections (calledsegments) less than 64K in size. When execution moves from one seg-ment to another, the value of CS must be changed. Similar problemsoccur with large amounts of data and the DS register. This can bevery awkward!
 • Each byte in memory does not have a unique segmented address. Thephysical address 04808 can be referenced by 047C:0048, 047D:0038,047E:0028 or 047B:0058. This can complicate the comparison of seg-mented addresses.
 1.2.7 16-bit Protected Mode
 In the 80286’s 16-bit protected mode, selector values are interpretedcompletely differently than in real mode. In real mode, a selector valueis a paragraph number of physical memory. In protected mode, a selectorvalue is an index into a descriptor table. In both modes, programs aredivided into segments. In real mode, these segments are at fixed positionsin physical memory and the selector value denotes the paragraph numberof the beginning of the segment. In protected mode, the segments are notat fixed positions in physical memory. In fact, they do not have to be inmemory at all!
 Protected mode uses a technique called virtual memory. The basic ideaof a virtual memory system is to only keep the data and code in memory thatprograms are currently using. Other data and code are stored temporarilyon disk until they are needed again. In 16-bit protected mode, segments aremoved between memory and disk as needed. When a segment is returnedto memory from disk, it is very likely that it will be put into a different areaof memory that it was in before being moved to disk. All of this is donetransparently by the operating system. The program does not have to bewritten differently for virtual memory to work.
 In protected mode, each segment is assigned an entry in a descriptortable. This entry has all the information that the system needs to knowabout the segment. This information includes: is it currently in memory;if in memory, where is it; access permissions (e.g., read-only). The indexof the entry of the segment is the selector value that is stored in segmentregisters.
 One big disadvantage of 16-bit protected mode is that offsets are stillOne well-known PCcolumnist called the 286CPU “brain dead.”
 16-bit quantities. As a consequence of this, segment sizes are still limited toat most 64K. This makes the use of large arrays problematic!
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 1.2.8 32-bit Protected Mode
 The 80386 introduced 32-bit protected mode. There are two major dif-ferences between 386 32-bit and 286 16-bit protected modes:
 1. Offsets are expanded to be 32-bits. This allows an offset to range upto 4 billion. Thus, segments can have sizes up to 4 gigabytes.
 2. Segments can be divided into smaller 4K-sized units called pages. Thevirtual memory system works with pages now instead of segments.This means that only parts of segment may be in memory at any onetime. In 286 16-bit mode, either the entire segment is in memory ornone of it is. This is not practical with the larger segments that 32-bitmode allows.
 In Windows 3.x, standard mode referred to 286 16-bit protected modeand enhanced mode referred to 32-bit mode. Windows 9X, Windows NT,OS/2 and Linux all run in paged 32-bit protected mode.
 1.2.9 Interrupts
 Sometimes the ordinary flow of a program must be interrupted to processevents that require prompt response. The hardware of a computer providesa mechanism called interrupts to handle these events. For example, whena mouse is moved, the mouse hardware interrupts the current program tohandle the mouse movement (to move the mouse cursor, etc.) Interruptscause control to be passed to an interrupt handler. Interrupt handlers areroutines that process the interrupt. Each type of interrupt is assigned aninteger number. At the beginning of physical memory, a table of inter-rupt vectors resides that contain the segmented addresses of the interrupthandlers. The number of interrupt is essentially an index into this table.
 External interrupts are raised from outside the CPU. (The mouse is anexample of this type.) Many I/O devices raise interrupts (e.g., keyboard,timer, disk drives, CD-ROM and sound cards). Internal interrupts are raisedfrom within the CPU, either from an error or the interrupt instruction. Errorinterrupts are also called traps. Interrupts generated from the interruptinstruction are called software interrupts. DOS uses these types of interruptsto implement its API (Application Programming Interface). More modernoperating systems (such as Windows and UNIX) use a C based interface. 1
 Many interrupt handlers return control back to the interrupted programwhen they finish. They restore all the registers to the same values they hadbefore the interrupt occurred. Thus, the interrupted program does runs asif nothing happened (except that it lost some CPU cycles). Traps generallydo not return. Often they abort the program.
 1However, they may use a lower level interface at the kernel level.
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 1.3 Assembly Language
 1.3.1 Machine language
 Every type of CPU understands its own machine language. Instructionsin machine language are numbers stored as bytes in memory. Each instruc-tion has its own unique numeric code called its operation code or opcodefor short. The 80x86 processor’s instructions vary in size. The opcode isalways at the beginning of the instruction. Many instructions also includedata (e.g., constants or addresses) used by the instruction.
 Machine language is very difficult to program in directly. Decipheringthe meanings of the numerical-coded instructions is tedious for humans.For example, the instruction that says to add the EAX and EBX registerstogether and store the result back into EAX is encoded by the following hexcodes:
 03 C3
 This is hardly obvious. Fortunately, a program called an assembler can dothis tedious work for the programmer.
 1.3.2 Assembly language
 An assembly language program is stored as text (just as a higher levellanguage program). Each assembly instruction represents exactly one ma-chine instruction. For example, the addition instruction described abovewould be represented in assembly language as:
 add eax, ebx
 Here the meaning of the instruction is much clearer than in machine code.The word add is a mnemonic for the addition instruction. The general formof an assembly instruction is:
 mnemonic operand(s)
 An assembler is a program that reads a text file with assembly instruc-tions and converts the assembly into machine code. Compilers are programsthat do similar conversions for high-level programming languages. An assem-bler is much simpler than a compiler. Every assembly language statementIt took several years for
 computer scientists to fig-ure out how to even writea compiler!
 directly represents a single machine instruction. High-level language state-ments are much more complex and may require many machine instructions.
 Another important difference between assembly and high-level languagesis that since every different type of CPU has its own machine language, italso has its own assembly language. Porting assembly programs between
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 different computer architectures is much more difficult than in a high-levellanguage.
 This book’s examples uses the Netwide Assembler or NASM for short. Itis freely available off the Internet (URL: http://www.web-sites.co.uk/nasm/).More common assemblers are Microsoft’s Assembler (MASM) or Borland’sAssembler (TASM). There are some differences in the assembly syntax forMASM/TASM and NASM.
 1.3.3 Instruction operands
 Machine code instructions have varying number and type of operands;however, in general, each instruction itself will have a fixed number of oper-ands (0 to 3). Operands can have the following types:
 register: These operands refer directly to the contents of the CPU’s regis-ters.
 memory: These refer to data in memory. The address of the data may bea constant hardcoded into the instruction or may be computed usingvalues of registers. Address are always offsets from the beginning of asegment.
 immediate: These are fixed values that are listed in the instruction itself.They are stored in the instruction itself (in the code segment), not inthe data segment.
 implied: There operands are not explicitly shown. For example, the in-crement instruction adds one to a register or memory. The one isimplied.
 1.3.4 Basic instructions
 The most basic instruction is the MOV instruction. It moves data from onelocation to another (like the assignment operator in a high-level language).It takes two operands:
 mov dest, src
 The data specified by src is copied to dest . One restriction is that bothoperands may not be memory operands. This points out another quirk ofassembly. There are often somewhat arbitrary rules about how the variousinstructions are used. The operands must also be the same size. The valueof AX can not be stored into BL.
 Here is an example (semicolons start a comment):
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 mov eax, 3 ; store 3 into EAX register (3 is immediate operand)mov bx, ax ; store the value of AX into the BX register
 The ADD instruction is used to add integers.
 add eax, 4 ; eax = eax + 4add al, ah ; al = al + ah
 The SUB instruction subtracts integers.
 sub bx, 10 ; bx = bx - 10sub ebx, edi ; ebx = ebx - edi
 The INC and DEC instructions increment or decrement values by one.Since the one is an implicit operand, the machine code for INC and DEC issmaller than for the equivalent ADD and SUB instructions.
 inc ecx ; ecx++dec dl ; dl--
 1.3.5 Directives
 A directive is an artifact of the assembler not the CPU. They are gen-erally used to either instruct the assembler to do something or inform theassembler of something. They are not translated into machine code. Com-mon uses of directives are:
 • define constants
 • define memory to store data into
 • group memory into segments
 • conditionally include source code
 • include other files
 NASM code passes through a preprocessor just like C. It has many ofthe same preprocessor commands as C. However, NASM’s preprocessor di-rectives start with a % instead of a # as in C.
 The equ directive
 The equ directive can be used to define a symbol. Symbols are namedconstants that can be used in the assembly program. The format is:
 symbol equ value
 Symbol values can not be redefined later.

Page 21
                        

1.3. ASSEMBLY LANGUAGE 13
 Unit Letterbyte Bword W
 double word Dquad word Qten bytes T
 Table 1.3: Letters for RESX and DX Directives
 The %define directive
 This directive is similar to C’s #define directive. It is most commonlyused to define constant macros just as in C.
 %define SIZE 100mov eax, SIZE
 The above code defines a macro named SIZE and uses in a MOV instruction.Macros are more flexible that symbols in two ways. Macros can be redefinedand can be more than simple constant numbers.
 Data directives
 Data directives are used in data segments to define room for memory.There are two ways memory can be reserved. The first way only definesroom for data; the second way defines room and an initial value. The firstmethod uses one of the RESX directives. The X is replaced with a letter thatdetermines the size of the object (or objects) that will be stored. Table 1.3shows the possible values.
 The second method (that defines an initial value, too) uses one of theDX directives. The X letters are the same as the RESX directives.
 It is very common to mark memory locations with labels. Labels allowone to easily refer to memory locations in code. Below are several examples:
 L1 db 0 ; byte labeled L1 with initial value 0L2 dw 1000 ; word labeled L2 with initial value 1000L3 db 110101b ; byte initialized to binary 110101 (53 in decimal)L4 db 12h ; byte initialized to hex 12 (18 in decimal)L5 db 17o ; byte initialized to octal 17 (15 in decimal)L6 dd 1A92h ; double word initialized to hex 1A92L7 resb 1 ; 1 uninitialized byteL8 db "A" ; byte initialized to ASCII code for A (65)
 Double quotes and single quotes are treated the same. Consecutive datadefinitions are stored sequentially in memory. That is, the word L2 is storedimmediately after L1 in memory. Sequences of memory may also be defined.
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 L9 db 0, 1, 2, 3 ; defines 4 bytesL10 db "w", "o", "r", ’d’, 0 ; defines a C string = "word"L11 db ’word’, 0 ; same as L10
 For large sequences, NASM’s TIMES directive is often useful. This direc-tive repeats its operand a specified number of times. For example,
 L12 times 100 db 0 ; equivalent to 100 (db 0)’sL13 resw 100 ; reserves room for 100 words
 Remember that labels can be used to refer to data in code. There aretwo ways that a label can be used. If a plain label is used, it is interpretedas the address (or offset) of the data. If the label is placed inside squarebrackets ([]), it is interpreted as the data at the address. In other words,one should think of a label as a pointer to the data and the square bracketsdereferences the pointer just as the asterisk does in C. (MASM/TASM followa different convention.) In 32-bit mode, addresses are 32-bit. Here is someexample code:
 1 mov al, [L1] ; copy byte at L1 into AL2 mov eax, L1 ; EAX = address of byte at L13 mov [L1], ah ; copy AH into byte at L14 mov eax, [L6] ; copy double word at L6 into EAX5 add eax, [L6] ; EAX = EAX + double word at L66 add [L6], eax ; double word at L6 += EAX7 mov al, [L6] ; copy first byte of double word at L6 into AL
 Line 7 of the examples shows an important property of NASM. The assem-bler does not keep track of the type of data that a label refers to. It is up tothe programmer to make sure that he (or she) uses a label correctly. Laterit will be common to store addresses of data in registers and use the registerlike a pointer variable in C. Again, no checking is made that a pointer isused correctly. In this way, assembly is much more error prone than even C.
 Consider the following instruction:
 mov [L6], 1 ; store a 1 at L6
 This statement produces an operation size not specified error. Why?Because the assembler does not know whether to store the 1 as a byte, wordor double word. To fix this, add a size specifier:
 mov dword [L6], 1 ; store a 1 at L6
 This tells the assembler to store an 1 at the double word that starts at L6.Other size specifiers are: BYTE, WORD, QWORD and TWORD.
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 print int prints out to the screen the value of the integer storedin EAX
 print char prints out to the screen the value of the characterwith the ASCII value stored in AL
 print string prints out to the screen the contents of the string atthe address stored in EAX. The string must be a C-type string (i.e., nul terminated).
 print nl prints out to the screen a new line character.read int reads an integer from the keyboard and stores it into
 the EAX register.read char reads a single character from the keyboard and stores
 its ASCII code into the EAX register.
 Table 1.4: Assembly I/O Routines
 1.3.6 Input and Output
 Input and output are very system dependent activities. It involves in-terfacing with the system’s hardware. High level languages, like C, providestandard libraries of routines that provide a simple, uniform programminginterface for I/O. Assembly languages provide no standard libraries. Theymust either directly access hardware (which is a privileged operation in pro-tected mode) or use whatever low level routines that the operating systemprovides.
 It is very common for assembly routines to be interfaced with C. Oneadvantage of this is that the assembly code can use the standard C libraryI/O routines. However, one must know the rules for passing informationbetween routines that C uses. These rules are too complicated to coverhere. (They are covered later!) To simplify I/O, the author has developedhis own routines that hide the complex C rules and provide a much moresimple interface. Table 1.4 describes the routines provided. All of the rou-tines preserve the value of all registers, except for the read routines. Theseroutines do modify the value of the EAX register. To use these routines, onemust include a file with information that the assembler needs to use them.To include a file in NASM, use the %include preprocessor directive. Thefollowing line includes the file needed by the author’s I/O routines:
 %include "asm_io.inc"
 To use one of the print routines, one loads EAX with the correct valueand uses a CALL instruction to invoke it. The CALL instruction is equivalentto a function call in a high level language. It jumps execution to anothersection of code, but returns back to its origin after the routine is over.
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 The example program below shows several examples of calls to these I/Oroutines.
 1.3.7 Debugging
 The author’s library also contains some useful routines for debuggingprograms. These debugging routines display information about the state ofthe computer without modifying the state. These routines are really macrosthat preserve the current state of the CPU and then make a subroutine call.The macros are defined in the asm io.inc file discussed above. Macrosare used like ordinary instructions. Operands of macros are separated bycommas.
 There are four debugging routines named dump regs, dump mem, dump stackand dump math; they display the values of registers, memory, stack and themath coprocessor, respectively.
 dump regs This macro prints out the values of the registers (in hexadec-imal) of the computer to stdout (i.e., the screen). It takes a singleinteger argument that is printed out as well. This can be used todistinguish the output of different dump regs commands.
 dump mem This macro prints out the values of a region of memory (inhexadecimal) and also as ASCII characters. It takes three commadelimited arguments. The first is an integer that is used to labelthe output (just as dump regs argument). The second argument isthe address to display. (This can be a label.) The last argument isthe number of 16-byte paragraphs to display after the address. Thememory displayed will start on the first paragraph boundary beforethe requested address.
 dump stack This macro prints out the values on the CPU stack. (Thestack will be covered in Chapter 4.) The stack is organized as doublewords and this routine displays them this way. It takes three commadelimited arguments. The first is an integer label (like dump regs).The second is the number of double words to display below the addressthat the EBP register holds and the third argument is the number ofdouble words to display above the address in EBP.
 dump math This macro prints out the values of the registers of the mathcoprocessor. It takes a single integer argument that is used to labelthe output just as the argument of dump regs does.
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 1 int main()2 {3 int ret status ;4 ret status = asm main();5 return ret status ;6 }
 Figure 1.6: driver.c code
 1.4 Creating a Program
 Today, it is unusual to create a stand alone program written completelyin assembly language. Assembly is usually used to key certain critical rou-tines. Why? It is much easier to program in a higher level language than inassembly. Also, using assembly makes a program very hard to port to otherplatforms. In fact, it is rare to use assembly at all.
 So, why should anyone learn assembly at all?
 1. Sometimes code written in assembly can be faster and smaller thancompiler generated code.
 2. Assembly allows access to direct hardware features of the system thatmight be difficult or impossible to use from a higher level language.
 3. Learning to program in assembly helps one gain a deeper understand-ing of how computers work.
 4. Learning to program in assembly helps one understand better howcompilers and high level languages like C work.
 These last two points demonstrate that learning assembly can be usefuleven if one never programs in it later. In fact, the author rarely programsin assembly, but he uses the ideas he learned from it everyday.
 1.4.1 First program
 The early programs in this text will all start from the simple C driverprogram in Figure 1.6. It simply calls another function named asm main.This is really a routine that will be written in assembly. There are severaladvantages in using the C driver routine. First, this lets the C system setup the program to run correctly in protected mode. All the segments andtheir corresponding segment registers will be initialized by C. The assemblycode need not worry about any of this. Secondly, the C library will also beavailable to be used by the assembly code. The author’s I/O routines take
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 advantage of this. They use C’s I/O functions (printf, etc.). The followingshows a simple assembly program.
 first.asm1 ; file: first.asm2 ; First assembly program. This program asks for two integers as3 ; input and prints out their sum.4 ;5 ; To create executable using djgpp:6 ; nasm -f coff first.asm7 ; gcc -o first first.o driver.c asm_io.o8
 9 %include "asm_io.inc"10 ;11 ; initialized data is put in the .data segment12 ;13 segment .data14 ;15 ; These labels refer to strings used for output16 ;17 prompt1 db "Enter a number: ", 0 ; don’t forget nul terminator18 prompt2 db "Enter another number: ", 019 outmsg1 db "You entered ", 020 outmsg2 db " and ", 021 outmsg3 db ", the sum of these is ", 022
 23 ;24 ; uninitialized data is put in the .bss segment25 ;26 segment .bss27 ;28 ; These labels refer to double words used to store the inputs29 ;30 input1 resd 131 input2 resd 132
 33 ;34 ; code is put in the .text segment35 ;36 segment .text37 global _asm_main38 _asm_main:39 enter 0,0 ; setup routine
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 40 pusha41
 42 mov eax, prompt1 ; print out prompt43 call print_string44
 45 call read_int ; read integer46 mov [input1], eax ; store into input147
 48 mov eax, prompt2 ; print out prompt49 call print_string50
 51 call read_int ; read integer52 mov [input2], eax ; store into input253
 54 mov eax, [input1] ; eax = dword at input155 add eax, [input2] ; eax += dword at input256 mov ebx, eax ; ebx = eax57
 58 dump_regs 1 ; print out register values59 dump_mem 2, outmsg1, 1 ; print out memory60 ;61 ; next print out result message as series of steps62 ;63 mov eax, outmsg164 call print_string ; print out first message65 mov eax, [input1]66 call print_int ; print out input167 mov eax, outmsg268 call print_string ; print out second message69 mov eax, [input2]70 call print_int ; print out input271 mov eax, outmsg372 call print_string ; print out third message73 mov eax, ebx74 call print_int ; print out sum (ebx)75 call print_nl ; print new-line76
 77 popa78 mov eax, 0 ; return back to C79 leave80 ret first.asm
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 Line 13 of the program defines a section of the program that specifiesmemory to be stored in the data segment (whose name is .data). Onlyinitialized data should be defined in this segment. On lines 17 to 21, severalstrings are declared. They will be printed with the C library and so mustbe terminated with a nul character (ASCII code 0). Remember that is abig difference between 0 and ’0’.
 Uninitialized data should be declared in the bss segment (named .bsson line 26). This segment gets its name from an early UNIX-based assem-bler operator that meant “block started by symbol.” There is also a stacksegment too. It will be discussed later.
 The code segment is named .text historically. It is where instructionsare placed. Note that the code label for the main routine (line 38) has anunderscore prefix. This is part of the C calling convention. This conven-tion specifies the rules C uses when compiling code. It is very importantto know this convention when interfacing C and assembly. Later the en-tire convention will be presented; however, for now, one only needs to knowthat all C symbols (i.e., functions and global variables) have a underscoreprefix appended to them by the C compiler. (This rule is specifically forDOS/Windows, the Linux C compiler does not prepend anything to C sym-bol names.)
 The global directive on line 37 tells the assembler to make the asm mainlabel global. Unlike in C, labels have internal scope by default. This meansthat only code in the same module can use the label. The global directivegives the specified label (or labels) external scope. This type of label can beaccessed by any module in the program. The asm io module declares theprint int, et.al. labels to be global. This is why one can use them in thefirst.asm module.
 1.4.2 Compiler dependencies
 The assembly code above is specific to the free GNU2-based DJGPPC/C++ compiler.3 This compiler can be freely downloaded from the Inter-net. It requires a 386-based PC or better and runs under DOS, Windows95/98 or NT. This compiler uses object files in the COFF (Common ObjectFile Format) format. To assembly to this format use the -f coff switchwith nasm (as shown in the comments of the above code). The extension ofthe resulting object file will be o.
 The Linux C compiler is a GNU compiler also. To convert the codeabove to run under Linux, simply remove the underscore prefixes in lines 38and 39. Linux uses the ELF (Executable and Linkable Format) format for
 2GNU is a project of the Free Software Foundation (http://www.fsf.org)3http://www.delorie.com/djgpp
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 object files. Use the -f elf switch for Linux. It also produces an objectwith an o extension.
 Borland C/C++ is another popular compiler. It uses the MicrosoftOMF format for object files. Use the -f obj switch for Borland compilers.The extension of the object file will be obj. The OMF format uses differ-ent segment directives than the other object formats. The data segment(line 13) must be changed to:
 segment DATA public align=4 class=DATA use32
 The bss segment (line 26) must be changed to:
 segment BSS public align=4 class=BSS use32
 The text segment (line 36) must be changed to:
 segment TEXT public align=1 class=CODE use32
 In addition a new line should be added before line 36:
 group DGROUP BSS DATA
 The Microsoft C/C++ can use either the OMF format or the Win32format for object files. (If given a OMF format, it converts the informationto Win32 format internally.) Win32 format allows segments to be definedjust as for DJGPP and Linux. Use the -f win32 switch to output in thismode. The extension of the object file will be obj.
 1.4.3 Assembling the code
 The first step is to assembly the code. From the command line, type:
 nasm -f object-format first.asm
 where object-format is either coff , elf , obj or win32 depending on what Ccompiler will be used. (Remember that the source file must be changed forboth Linux and Borland as well.)
 1.4.4 Compiling the C code
 Compile the driver.c file using a C compiler. For DJGPP, use:
 gcc -c driver.c
 The -c switch means to just compile, do not attempt to link yet. This sameswitch works on Linux, Borland and Microsoft compilers as well.
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 1.4.5 Linking the object files
 Linking is the process of combining the machine code and data in objectfiles and library files together to create an executable file. As will be shownbelow, this process is complicated.
 C code requires the standard C library and special startup code to run.It is much easiler to let the C compiler call the linker with the correctparameters, than to try to call the linker directly. For example, to link thecode for the first program using DJGPP, use:
 gcc -o first driver.o first.o asm io.o
 This creates an executable called first.exe (or just first under Linux).With Borland, one would use:
 bcc32 first.obj driver.obj asm io.obj
 Borland uses the name of the first file listed to determine the executablename. So in the above case, the program would be named first.exe.
 It is possible to combine the compiling and linking step. For example,
 gcc -o first driver.c first.o asm io.o
 Now gcc will compile driver.c and then link.
 1.4.6 Understanding an assembly listing file
 The -l listing-file switch can be used to tell nasm to create a listingfile of a given name. This file shows how the code was assembled. Here ishow lines 17 and 18 (in the data segment) appear in the listing file. (Theline numbers are in the listing file; however notice that the line numbers inthe source file may not be the same as the line numbers in the listing file.)
 48 00000000 456E7465722061206E- prompt1 db "Enter a number: ", 049 00000009 756D6265723A200050 00000011 456E74657220616E6F- prompt2 db "Enter another number: ", 051 0000001A 74686572206E756D62-52 00000023 65723A2000
 The first column in each line is the line number and the second is the offset(in hex) of the data in the segment. The third column shows the raw hexvalues that will be stored. In this case the hex data correspond to ASCIIcodes. Finally, the text from the source file is displayed on the line. Theoffsets listed in the second column are very likely not the true offsets thatthe data will be placed at in the complete program. Each module may defineits own labels in the data segment (and the other segments, too). In the link
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 step (see section 1.4.5), all these data segment label definitions are combinedto form one data segment. The new final offsets are then computed by thelinker.
 Here is a small section (lines 54 to 56 of the source file) of the textsegment in the listing file:
 94 0000002C A1[00000000] mov eax, [input1]95 00000031 0305[04000000] add eax, [input2]96 00000037 89C3 mov ebx, eax
 The third column shows the machine code generated by the assembly. Oftenthe complete code for an instruction can not be computed yet. For example,in line 94 the offset (or address) of input1 is not known until the code islinked. The assembler can compute the op-code for the mov instruction(which from the listing is A1), but it writes the offset in square bracketsbecause the exact value can not be computed yet. In this case, a temporaryoffset of 0 is used because input1 is at the beginning of the part of the bsssegment defined in this file. Remember this does not mean that it will beat the beginning of the final bss segment of the program. When the codeis linked, the linker will insert the correct offset into the position. Otherinstructions, like line 96, do not reference any labels. Here the assemblercan compute the complete machine code.
 If one looks closely at line 95, something seems very strange about theoffset in the square brackets of the machine code. The input2 label isat offset 4 (as defined in this file); however, the offset that appears is not00000004, but 04000000. Why? Different processors store multibyte integersin different orders in memory. There are two popular methods of storingintegers: big endian and little endian. Big endian is the method that seemsthe most natural. The biggest (i.e., most significant) byte is stored first, thenthe next biggest, etc. For example, the dword 00000004 would be stored asthe four bytes 00 00 00 04. IBM mainframes, most RISC processors andMotorola processors all use this big endian method. However, Intel-basedprocessors use the little endian method! Here the least significant byteis stored first. So, 00000004 is stored in memory as 04 00 00 00. Thisformat is hardwired into the CPU and can not be changed (actually, Intelis working on a new 64-bit processor for which the format can be specified.)Normally, the programmer does not need to worry about which format isused. However, there are circumstances where it is important.
 1. When binary data is transfered between different computers (eitherfrom files or through a network).
 2. When binary data is written out to memory as a multibyte integerand then read back as individual bytes or vis versa.
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 skel.asm1 %include "asm_io.inc"2 segment .data3 ;4 ; initialized data is put in the data segment here5 ;6
 7 segment .bss8 ;9 ; uninitialized data is put in the bss segment
 10 ;11
 12 segment .text13 global _asm_main14 _asm_main:15 enter 0,0 ; setup routine16 pusha17
 18 ;19 ; code is put in the text segment. Do not modify the code before20 ; or after this comment.21 ;22
 23 popa24 mov eax, 0 ; return back to C25 leave26 ret skel.asm
 Figure 1.7: Skeleton Program
 1.5 Skeleton File
 Figure 1.7 a skeleton file that can be used as a starting point for writingassembly programs.
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Chapter 2
 Basic Assembly Language
 2.1 Working with Integers
 2.1.1 Integer representation
 Integers come in two flavors: unsigned and signed. Unsigned integers(which are non-negative) are represented in a very straightforward binarymanner. The number 200 as an one byte unsigned integer would be repre-sented as by 11001000 (or C8 in hex).
 Signed integers (which may be positive or negative) are represented in amore complicated ways. For example, consider −56. +56 as a byte would berepresented by 00111000. On paper, one could represent −56 as −111000,but how would this be represented in a byte in the computer’s memory. Howwould the minus sign be stored?
 There are three general techniques that have been used to representsigned integers in computer memory. All of these methods use the mostsignificant bit of the integer as a sign bit. This bit is 0 if the number ispositive and 1 if negative.
 Signed magnitude
 The first method is the simplest and is called signed magnitude. It rep-resents the integer as two parts. The first part is the sign bit and the secondis the magnitude of the integer. So 56 would be represented as the byte00111000 (the sign bit is underlined) and −56 would be 10111000. Thelargest byte value would be 01111111 or +127 and the smallest byte valuewould be 11111111 or −127. To negate a value, the sign bit is reversed.This method is straightforward, but it does have its drawbacks. First, thereare two possible values of zero, +0 (00000000) and −0 (10000000). Sincezero is neither positive nor negative, both of these representations should actthe same. This complicates the logic of arithmetic for the CPU. Secondly,
 25
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 general arithmetic is also complicated. If 10 is added to −56, this must berecast as 10 subtracted by 56. Again, this complicates the logic of the CPU.
 One’s complement
 The second method is known as one’s complement representation. Theone’s complement of a number is found by reversing each bit in the number.(Another way to look at it is that the new bit value is 1− oldbitvalue.) Forexample, the one’s complement of 00111000 (+56) is 11000111. In one’s com-plement notation, computing the one’s complement is equivalent to nega-tion. Thus, 11000111 is the representation for −56. Note that the sign bitwas automatically changed by one’s complement and that as one would ex-pect taking the one’s complement twice yields the original number. As forthe first method, there are two representations of zero: 00000000 (+0) and11111111 (−0). Arithmetic with one’s complement numbers is complicated.
 There is a handy trick to finding the one’s complement of a number inhexadecimal without converting it to binary. The trick is to subtract the hexdigit from F (or 15 in decimal). This method assumes that the number ofbits in the number is a multiple of 4. Here is an example: +56 is representedby 38 in hex. To find the one’s complement, subtract each digit from F toget C7 in hex. This agrees with the result above.
 Two’s complement
 The first two methods described were used on early computers. Moderncomputers use a third method called two’s complement representation. Thetwo’s complement of a number is found by the following two steps:
 1. Find the one’s complement of the number
 2. Add one to the result of step 1
 Here’s an example using 00111000 (56). First the one’s complement is com-puted: 11000111. Then one is added:
 11000111+ 1
 11001000
 In two complement’s notation, computing the two’s complement is equiv-alent to negating a number. Thus, 11001000 is the two’s complement rep-resentation of −56. Two negations should reproduce the original number.Surprising two’s complement does meet this requirement. Take the two’s
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2.1. WORKING WITH INTEGERS 27
 Number Hex Representation0 001 01
 127 7F-128 80-127 81-2 FE-1 FF
 Table 2.1: Two’s Complement Representation
 complement of 11001000 by adding one to the one’s complement.
 00110111+ 1
 00111000
 When performing the addition in the two’s complement operation, theaddition of the leftmost bit may produce a carry. This carry is not used.Remember that all data on the computer is of some fixed size (in terms ofnumber of bits). Adding two bytes always produces a byte as a result (justas adding two words produces a word, etc.) This property is important fortwo’s complement notation. For example, consider zero as a one byte two’scomplement number (00000000). Computing its two complement producesthe sum:
 11111111+ 1c 00000000
 where c represents a carry. (Later it will be shown how to detect this carry,but it is not stored in the result.) Thus, in two’s complement notation thereis only one zero. This makes two’s complement arithmetic simpler that theprevious methods.
 Using two’s complement notation, a signed byte can be used to representthe numbers −128 to +127. Table 2.1 shows some selected values. If 16bits are used, the signed numbers −32, 768 to +32, 767 can be represented.+32, 767 is represented by 7FFF, −32, 768 by 8000, -128 as FF80 and -1 asFFFF. 32 bit two’s complement numbers range from −2 billion to +2 billionapproximately.
 The CPU has no idea what a particular byte (or word or double word) issupposed to represent. Assembly does not have the idea of types that a highlevel language has. How data is interpreted depends on what instruction isused on the data. Whether the hex value FF is considered to represent asigned −1 or a unsigned +255 depends on the programmer. The C language
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 defines signed and unsigned integer types. This allows a C compiler todetermine the correct instructions to use with the data.
 2.1.2 Sign extension
 In assembly, all data has a specified size. It is not uncommon to needto change the size of data to use it with other data. Decreasing size is theeasiest.
 Decreasing size of data
 To decrease the size of data, simply remove the more significant bits ofthe data. Here’s a trivial example:
 mov ax, 0034h ; ax = 52 (stored in 16 bits)mov cl, al ; cl = lower 8-bits of ax
 Of course, if the number can not be represented correctly in the smallersize, decreasing the size does not work. For example, if AX were 0134h (or308 in decimal) then the above code would still set CL to 34h. This methodworks with both signed and unsigned numbers. Consider signed numbers,if AX was FFFFh (−1 as a word), then CL would be FFh (−1 as a byte).However, note that this is not correct if the value in AX was unsigned!
 The rule for unsigned numbers is that all the bits being removed mustbe 0 for the conversion to be correct. The rule for signed numbers is thatthe bits being removed must be either all 1’s or all 0’s. In addition, the firstbit not being removed must have the same value as the removed bits. Thisbit will be the new sign bit of the smaller value. It is important that it besame as the original sign bit!
 Increasing size of data
 Increasing the size of data is more complicated than decreasing. Considerthe hex byte FF. If it is extended to a word, what value should the wordhave? It depends on how FF is interpreted. If FF is a unsigned byte (255in decimal), then the word should be 00FF; however, if it is a signed byte(−1 in decimal), then the word should be FFFF.
 In general, to extend an unsigned number, one makes all the new bitsof the expanded number 0. Thus, FF becomes 00FF. However, to extenda signed number, one must extend the sign bit. This means that the newbits become copies of the sign bit. Since the sign bit of FF is 1, the newbits must also be all ones, to produce FFFF. If the signed number 5A (90in decimal) was extended, the result would be 005A.
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2.1. WORKING WITH INTEGERS 29
 There are several instructions that the 80386 provides for extension ofnumbers. Remember that the computer does not know whether a number issigned or unsigned. It is up to the programmer to use the correct instruction.
 For unsigned numbers, one can simply put zeros in the upper bits usinga MOV instruction. For example, to extend the byte in AL to an unsignedword in AX:
 mov ah, 0 ; zero out upper 8-bits
 However, it is not possible to use a MOV instruction to convert the unsignedword in AX to an unsigned double word in EAX. Why not? There is no wayto specify the upper 16 bits of EAX in a MOV. The 80386 solves this problemby providing a new instruction MOVZX. This instruction has two operands.The destination (first operand) must be a 16 or 32 bit register. The source(second operand) may be an 8 or 16 bit register or a byte or word of memory.The other restriction is that the destination must be larger than than thesource. (Most instructions require the source and destination to be the samesize.) Here are some examples:
 movzx eax, ax ; extends ax into eaxmovzx eax, al ; extends al into eaxmovzx ax, al ; extends al into axmovzx ebx, ax ; extends ax into ebx
 For signed numbers, there is no easy way to use the MOV instruction forany case. The 8086 provided several instructions to extend signed numbers.The CBW (Convert Byte to Word) instruction sign extends the AL registerinto AX. The operands are implicit. The CWD (Convert Word to Doubleword) instruction sign extends AX into DX:AX. The notation DX:AX meansto think of the DX and AX registers as one 32 bit register with the upper16 bits in DX and the lower bits in AX. (Remember that the 8086 did nothave any 32 bit registers!) The 80386 added several new instructions. TheCWDE (Convert Word to Double word Extended) instruction sign extendsAX into EAX. The CDQ (Convert Double word to Quad word) instructionsign extends EAX into EDX:EAX (64 bits!). Finally, the MOVSX instructionworks like MOVZX except it uses the rules for signed numbers.
 Application to C programming
 Extending of unsigned and signed integers also occurs in C. Variables in ANSI C does not definewhether the char type issigned or not, it is up toeach individual compiler todecide this. That is whythe type is explicitly de-fined in Figure 2.1.
 C may be declared as either signed or unsigned (int is signed). Considerthe code in Figure 2.1. In line 3, the variable a is extended using the rulesfor unsigned values (using MOVZX), but in line 4, the signed rules are usedfor b (using MOVSX).
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 1 unsigned char uchar = 0xFF;2 signed char schar = 0xFF;3 int a = (int ) uchar ; /∗ a = 255 (0x000000FF) ∗/4 int b = (int) schar ; /∗ a = −1 (0xFFFFFFFF) ∗/
 Figure 2.1:
 char ch;while( (ch = fgetc(fp)) != EOF ) {
 /∗ do something with ch ∗/}
 Figure 2.2:
 There is a common C programming bug that directly relates to thissubject. Consider the code in Figure 2.2. The prototype of fgetc()is:
 int fgetc( FILE * );
 One might question why does the function return back an int since it readscharacters? The reason is that it normally does return back an char (ex-tended to an int value using zero extension). However, there is one valuethat it may return that is not a character, EOF. This is a macro that isusually defined as −1. Thus, fgetc() either returns back a char extendedto an int value (which looks like 000000xx in hex) or EOF (which looks likeFFFFFFFF in hex).
 The basic problem with the program in Figure 2.2 is that fgetc() re-turns an int, but this value is stored in a char. C will truncate the higherorder bits to fit the int value into the char. The only problem is that thenumbers (in hex) 000000FF and FFFFFFFF both will be truncated to thebyte FF. Thus, the while loop can not distinguish between reading the byteFF from the file and end of file.
 Exactly what the code does in this case, depends on whether char issigned or unsigned. Why? Because in line 2, ch is compared with EOF.Since EOF is an int value1, ch will be extended to an int so that two valuesbeing compared are of the same size2. As Figure 2.1 showed, where thevariable is signed or unsigned is very important.
 If char is unsigned, FF is extended to be 000000FF. This is compared toEOF (FFFFFFFF) and found to be not equal. Thus, the loop never ends!
 1It is a common misconception that files have an EOF character at their end. This isnot true!
 2The reason for this requirement will be shown later.
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2.1. WORKING WITH INTEGERS 31
 If char is signed, FF is extended to FFFFFFFF. This does compare asequal and the loop ends. However, since the byte FF may have been readfrom the file, the loop could be ending prematurely.
 The solution to this problem is to define the ch variable as an int, not achar. When this is done, no truncating or extension is done in line 2. Insidethe loop, it is safe to truncate the value since ch must actually be a simplebyte there.
 2.1.3 Two’s complement arithmetic
 As was seen earlier, the add instruction performs addition and the subinstruction performs subtraction. Two of the bits in the FLAGS register thatthese instructions set are the overflow and carry flag. The overflow flag isset if the true result of the operation is too big to fit into the destinationfor signed arithmetic. The carry flag is set if there is a carry in the msbof an addition or a borrow in the msb of a subtraction. Thus, it can beused to detect overflow for unsigned arithmetic. The uses of the carry flagfor signed arithmetic will be seen shortly. One of the great advantages of2’s complement is that the rules for addition and subtraction are exactly thesame as for unsigned integers. Thus, add and sub may be used on signed orunsigned integers.
 002C 44+ FFFF + (−1)
 002B 43
 There is a carry generated, but it is not part of the answer.There are two different multiply and divide instructions. First, to mul-
 tiply use either the MUL or IMUL instruction. The mul instruction is usedto multiply unsigned numbers and imul is used to multiply signed integers.Why are two different instructions needed? The rules for multiplication aredifferent for unsigned and 2’s complement signed numbers. How so? Con-sider the multiplication of the byte FF with itself yielding a word result.Using unsigned multiplication this is 255 times 255 or 65025 (or FE01 inhex). Using signed multiplication this is −1 times −1 or 1 (or 0001 in hex).
 There are several forms of the multiplication instructions. The oldestform looks like:
 mul source
 The source is either a register or a memory reference. It can not be animmediate value. Exactly what multiplication is performed depends on thesize of the source operand. If the operand is byte sized, it is multiplied bythe byte in the AL register and the result is stored in the 16 bits of AX. Ifthe source is 16-bit, it is multiplied by the word in AX and the 32-bit result
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 dest source1 source2 Actionreg/mem8 AX = AL*source1reg/mem16 DX:AX = AX*source1reg/mem32 EDX:EAX = EAX*source1
 reg16 reg/mem16 dest *= source1reg32 reg/mem32 dest *= source1reg16 immed8 dest *= immed8reg32 immed8 dest *= immed8reg16 immed16 dest *= immed16reg32 immed32 dest *= immed32reg16 reg/mem16 immed8 dest = source1*source2reg32 reg/mem32 immed8 dest = source1*source2reg16 reg/mem16 immed16 dest = source1*source2reg32 reg/mem32 immed32 dest = source1*source2
 Table 2.2: imul Instructions
 is stored in DX:AX. If the source is 32-bit, it is multiplied by EAX and the64-bit result is stored into EDX:EAX.
 The imul instruction has the same formats as mul, but also adds someother instruction formats. There are two and three operand formats:
 imul dest, source1imul dest, source1, source2
 Table 2.2 shows the possible combinations.The two division operators are DIV and IDIV. They perform unsigned
 and signed integer division respectively. The general format is:
 div source
 If the source is 8-bit, then AX is divided by the operand. The quotient isstored in AL and the remainder in AH. If the source is 16-bit, then DX:AXis divided by the operand. The quotient is stored into AX and remainderinto DX. If the source is 32-bit, then EDX:EAX is divided by the operandand the quotient is stored into EAX and the remainder into EDX. The IDIVinstruction works the same way. There are no special IDIV instructions likethe special IMUL ones. If the quotient is too big to fit into its register or thedivisor is zero, the program is interrupted and terminates. A very commonerror is to forget to initialize DX or EDX before division.
 The NEG instruction negates it’s single operand by computing its two’scomplement. It’s operand may be any 8-bit, 16-bit, or 32-bit register ormemory location.
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 2.1.4 Example program
 math.asm1 %include "asm_io.inc"2 segment .data ; Output strings3 prompt db "Enter a number: ", 04 square_msg db "Square of input is ", 05 cube_msg db "Cube of input is ", 06 cube25_msg db "Cube of input times 25 is ", 07 quot_msg db "Quotient of cube/100 is ", 08 rem_msg db "Remainder of cube/100 is ", 09 neg_msg db "The negation of the remainder is ", 0
 10
 11 segment .bss12 input resd 113
 14 segment .text15 global _asm_main16 _asm_main:17 enter 0,0 ; setup routine18 pusha19
 20 mov eax, prompt21 call print_string22
 23 call read_int24 mov [input], eax25
 26 imul eax ; edx:eax = eax * eax27 mov ebx, eax ; save answer in ebx28 mov eax, square_msg29 call print_string30 mov eax, ebx31 call print_int32 call print_nl33
 34 mov ebx, eax35 imul ebx, [input] ; ebx *= [input]36 mov eax, cube_msg37 call print_string38 mov eax, ebx39 call print_int40 call print_nl
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 41
 42 imul ecx, ebx, 25 ; ecx = ebx*2543 mov eax, cube25_msg44 call print_string45 mov eax, ecx46 call print_int47 call print_nl48
 49 mov eax, ebx50 cdq ; initialize edx by sign extension51 mov ecx, 100 ; can’t divide by immediate value52 idiv ecx ; edx:eax / ecx53 mov ecx, eax ; save quotient into ecx54 mov eax, quot_msg55 call print_string56 mov eax, ecx57 call print_int58 call print_nl59 mov eax, rem_msg60 call print_string61 mov eax, edx62 call print_int63 call print_nl64
 65 neg edx ; negate the remainder66 mov eax, neg_msg67 call print_string68 mov eax, edx69 call print_int70 call print_nl71
 72 popa73 mov eax, 0 ; return back to C74 leave75 ret math.asm
 2.1.5 Extended precision arithmetic
 Assembly language also provides instructions that allow one to performaddition and subtraction of numbers larger than double words. These in-structions use the carry flag. As stated above, both the ADD and SUB instruc-tions modify the carry flag if a carry or borrow are generated, respectively.
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2.2. CONTROL STRUCTURES 35
 This information stored in the carry flag can be used to add or subtractlarge numbers by breaking up the operation into smaller double word (orsmaller) pieces.
 The ADC and SBB instructions use this information in the carry flag. TheADC instruction performs the following operation:
 operand1 = operand1 + carry flag + operand2
 The SBB instruction performs:
 operand1 = operand1 - carry flag - operand2
 How are these used? Consider the sum of 64-bit integers in EDX:EAX andEBX:ECX. The following code would store the sum in EDX:EAX:
 1 add eax, ecx ; add lower 32-bits2 adc edx, ebx ; add upper 32-bits and carry from previous sum
 Subtraction is very similar. The following code subtracts EBX:ECX fromEDX:EAX:
 1 sub eax, ecx ; subtract lower 32-bits2 sbb edx, ebx ; subtract upper 32-bits and borrow
 For really large numbers, a loop could be used (see Section 2.2). For asum loop, it would be convenient to use ADC instruction for every iteration(instead of all but the first iteration). This can be done by using the CLC(CLear Carry) instruction right before the loop starts to initialize the carryflag to 0. If the carry flag is 0, there is no difference between the ADD andADC instructions. The same idea can be used for subtraction, too.
 2.2 Control Structures
 High level languages provide high level control structures (e.g., the ifand while statements) that control the thread of execution. Assembly lan-guage does not provide such complex control structures. It instead uses theinfamous goto and used inappropriately can result in spaghetti code! How-ever, it is possible to write structured assembly language programs. Thebasic procedure is to design the program logic using the familiar high levelcontrol structures and translate the design into the appropriate assemblylanguage (much like a compiler would do).
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 2.2.1 Comparisons
 Control structures decide what to do based on comparisons of data. Inassembly, the result of a comparison is stored in the FLAGS register to beused later. The 80x86 provides the CMP instruction to perform comparisons.The FLAGS register is set based on the difference of the two operands ofthe CMP instruction. The operands are subtracted and the FLAGS are setbased on the result, but the result is not stored anywhere. If you need theresult use the SUB instead of the CMP instruction.
 For unsigned integers, there are two flags (bits in the FLAGS register)that are important: the zero (ZF) and carry (CF) flags. The zero flag isset (1) if the resulting difference would be zero. The carry flag is used as aborrow flag for subtraction. Consider a comparison like:
 cmp vleft, vright
 The difference of vleft - vright is computed and the flags are set accord-ing. If the difference of the of CMP is zero, vleft = vright, then ZF is set(i.e., 1) and the CF is unset (i.e., 0). If vleft > vright, then ZF is unsetand CF is unset (no borrow). If vleft < vright, then ZF is unset and CFis set (borrow).
 For signed integers, there are three flags that are important: the zero(ZF) flag, the overflow (OF) flag and the sign (SF) flag. The overflow flagWhy does SF = OF if
 vleft > vright? If thereis no overflow, then thedifference will have thecorrect value and mustbe non-negative. Thus,SF = OF = 0. However,if there is an overflow, thedifference will not have thecorrect value (and in factwill be negative). Thus,SF = OF = 1.
 is set if the result of an operation overflows (or underflows). The sign flagis set if the result of an operation is negative. If vleft = vright, the ZFis set (just as for unsigned integers). If vleft > vright, ZF is unset andSF = OF. If vleft < vright, ZF is unset and SF 6= OF.
 Do not forget that other instructions can also change the FLAGS register,not just CMP.
 2.2.2 Branch instructions
 Branch instructions can transfer execution to arbitrary points of a pro-gram. In other words, they act like a goto. There are two types of branches:unconditional and conditional. An unconditional branch is just like a goto,it always makes the branch. A conditional branch may or may not makethe branch depending on the flags in the FLAGS register. If a conditionalbranch does not make the branch, control passes to the next instruction.
 The JMP (short for jump) instruction makes unconditional branches. Itssingle argument is usually a code label to the instruction to branch to. Theassembler or linker will replace the label with correct address of the in-struction. This is another one of the tedious operations that the assemblerdoes to make the programmer’s life easier. It is important to realize that
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 JZ branches only if ZF is setJNZ branches only if ZF is unsetJO branches only if OF is setJNO branches only if OF is unsetJS branches only if SF is setJNS branches only if SF is unsetJC branches only if CF is setJNC branches only if CF is unsetJP branches only if PF is setJNP branches only if PF is unset
 Table 2.3: Simple Conditional Branches
 the statement immediately after the JMP instruction will never be executedunless another instruction branches to it!
 There are several variations of the jump instruction:
 SHORT This jump is very limited in range. It can only move up or down128 bytes in memory. The advantage of this type is that it uses lessmemory than the others. It uses a single signed byte to store thedisplacement of the jump. The displacement is how bytes to moveahead or behind. (The displacement is added to EIP). To specify ashort jump, use the SHORT keyword immediately before the label inthe JMP instruction.
 NEAR This jump is the default type for both unconditional and condi-tional branches, it can be used to jump to any location in a seg-ment. Actually, the 80386 supports two types of near jumps. Oneuses two bytes for the displacement. This allows one to move up ordown roughly 32,000 bytes. The other type uses four bytes for thedisplacement, which of course allows one to move to any location inthe code segment. The four byte type is the default in 386 protectedmode. The two byte type can be specified by putting the WORD keywordbefore the label in the JMP instruction.
 FAR This jump allows control to move to another code segment. This is avery rare thing to do in 386 protected mode.
 Valid code labels follow the same rules as data labels. Code labels aredefined by placing them in the code segment in front of the statement theylabel. A colon is placed at the end of the label at its point of definition. Thecolon is not part of the name.
 There are many different conditional branch instructions. They alsotake a code label as their single operand. The simplest ones just look at a

Page 46
                        

38 CHAPTER 2. BASIC ASSEMBLY LANGUAGE
 single flag in the FLAGS register to determine whether to branch or not.See Table 2.3 for a list of these instructions. (PF is the parity flag whichindicates the odd or evenness of a result.)
 The following pseudo-code:
 if ( EAX == 0 )EBX = 1;
 elseEBX = 2;
 could be written in assembly as:
 1 cmp eax, 0 ; set flags (ZF set if eax - 0 = 0)2 jz thenblock ; if ZF is set branch to thenblock3 mov ebx, 2 ; ELSE part of IF4 jmp next ; jump over THEN part of IF5 thenblock:6 mov ebx, 1 ; THEN part of IF7 next:
 Other comparisons are not so easy using the conditional branches inTable 2.3. To illustrate, consider the following pseudo-code:
 if ( EAX >= 5 )EBX = 1;
 elseEBX = 2;
 If EAX is greater than or equal to five, the ZF may be set or unset andSF will equal OF. Here is assembly code that tests for these conditions(assuming that EAX is signed):
 1 cmp eax, 52 js signon ; goto signon if SF = 13 jo elseblock ; goto elseblock if OF = 1 and SF = 04 jmp thenblock ; goto thenblock if SF = 0 and OF = 05 signon:6 jo thenblock ; goto thenblock if SF = 1 and OF = 17 elseblock:8 mov ebx, 29 jmp next
 10 thenblock:11 mov ebx, 112 next:
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 Signed UnsignedJE branches if vleft = vright JE branches if vleft = vrightJNE branches if vleft 6= vright JNE branches if vleft 6= vrightJL, JNGE branches if vleft < vright JB, JNAE branches if vleft < vrightJLE, JNG branches if vleft ≤ vright JBE, JNA branches if vleft ≤ vrightJG, JNLE branches if vleft > vright JA, JNBE branches if vleft > vrightJGE, JNL branches if vleft ≥ vright JAE, JNA branches if vleft ≥ vright
 Table 2.4: Signed and Unsigned Comparison Instructions
 The above code is very awkward. Fortunately, the 80x86 provides addi-tional branch instructions to make these type of tests much easier. Thereare signed and unsigned versions of each. Table 2.4 shows these instruc-tions. The equal and not equal branches (JE and JNE) are the same forboth signed and unsigned integers. (In fact, JE and JNE are really identicalto JZ and JNZ, respectively.) Each of the other branch instructions havetwo synonyms. For example, look at JL (jump less than) and JNGE (jumpnot greater than or equal to). These are the same instruction because:
 x < y =⇒ not(x ≥ y)
 The unsigned branches use A for above and B for below instead of L and G.Using these new branch instructions, the pseudo-code above can be
 translated to assembly much easier.
 1 cmp eax, 52 jge thenblock3 mov ebx, 24 jmp next5 thenblock:6 mov ebx, 17 next:
 2.2.3 The loop instructions
 The 80x86 provides several instructions designed to implement for -likeloops. Each of these instructions takes a code label as its single operand.
 LOOP Decrements ECX, if ECX 6= 0, branches to label
 LOOPE, LOOPZ Decrements ECX (FLAGS register is not modified), ifECX 6= 0 and ZF = 1, branches
 LOOPNE, LOOPNZ Decrements ECX (FLAGS unchanged), if ECX 6=0 and ZF = 0, branches
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 The last two loop instructions are useful for sequential search loops. Thefollowing pseudo-code:sum = 0;for ( i=10; i >0; i−− )
 sum += i;
 could be translated into assembly as:
 1 mov eax, 0 ; eax is sum2 mov ecx, 10 ; ecx is i3 loop_start:4 add eax, ecx5 loop loop_start
 2.3 Translating Standard Control Structures
 This section looks at how the standard control structures of high levellanguages can be implemented in assembly language.
 2.3.1 If statements
 The following pseudo-code:if ( condition )
 then block ;else
 else block ;
 could be implemented as:
 1 ; code to set FLAGS2 jxx else_block ; select xx so that branches if condition false3 ; code for then block4 jmp endif5 else_block:6 ; code for else block7 endif:
 If there is no else, then the else block branch can be replaced by abranch to endif.
 1 ; code to set FLAGS2 jxx endif ; select xx so that branches if condition false3 ; code for then block4 endif:
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 2.3.2 While loops
 The while loop is a top tested loop:while( condition ) {
 body of loop;}This could be translated into:
 1 while:2 ; code to set FLAGS based on condition3 jxx endwhile ; select xx so that branches if false4 ; body of loop5 jmp while6 endwhile:
 2.3.3 Do while loops
 The do while loop is a bottom tested loop:do {
 body of loop;} while( condition );
 This could be translated into:
 1 do:2 ; body of loop3 ; code to set FLAGS based on condition4 jxx do ; select xx so that branches if true
 2.4 Example: Finding Prime Numbers
 This section looks at a program that finds prime numbers. Recall thatprime numbers are evenly divisible by only 1 and themselves. There is noformula for doing this. The basic method this program uses is to find thefactors of all odd numbers3 below a given limit. If no factor can be found foran odd number, it is prime. Figure 2.3 shows the basic algorithm written inC.
 Here’s the assembly version:
 prime.asm1 %include "asm_io.inc"2 segment .data3 Message db "Find primes up to: ", 0
 32 is the only even prime number.
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 1 unsigned guess; /∗ current guess for prime ∗/2 unsigned factor ; /∗ possible factor of guess ∗/3 unsigned limit ; /∗ find primes up to this value ∗/4
 5 printf (”Find primes up to : ” );6 scanf(”%u”, &limit);7 printf (”2\n”); /∗ treat first two primes as ∗/8 printf (”3\n”); /∗ special case ∗/9 guess = 5; /∗ initial guess ∗/
 10 while ( guess <= limit ) {11 /∗ look for a factor of guess ∗/12 factor = 3;13 while ( factor∗ factor < guess &&14 guess % factor != 0 )15 factor += 2;16 if ( guess % factor != 0 )17 printf (”%d\n”, guess);18 guess += 2; /∗ only look at odd numbers ∗/19 }
 Figure 2.3:
 4
 5 segment .bss6 Limit resd 1 ; find primes up to this limit7 Guess resd 1 ; the current guess for prime8
 9 segment .text10 global _asm_main11 _asm_main:12 enter 0,0 ; setup routine13 pusha14
 15 mov eax, Message16 call print_string17 call read_int ; scanf("%u", & limit );18 mov [Limit], eax19
 20 mov eax, 2 ; printf("2\n");21 call print_int22 call print_nl
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 23 mov eax, 3 ; printf("3\n");24 call print_int25 call print_nl26
 27 mov dword [Guess], 5 ; Guess = 5;28 while_limit: ; while ( Guess <= Limit )29 mov eax,[Guess]30 cmp eax, [Limit]31 jnbe end_while_limit ; use jnbe since numbers are unsigned32
 33 mov ebx, 3 ; ebx is factor = 3;34 while_factor:35 mov eax,ebx36 mul eax ; edx:eax = eax*eax37 jo end_while_factor ; if answer won’t fit in eax alone38 cmp eax, [Guess]39 jnb end_while_factor ; if !(factor*factor < guess)40 mov eax,[Guess]41 mov edx,042 div ebx ; edx = edx:eax % ebx43 cmp edx, 044 je end_while_factor ; if !(guess % factor != 0)45
 46 add ebx,2 ; factor += 2;47 jmp while_factor48 end_while_factor:49 je end_if ; if !(guess % factor != 0)50 mov eax,[Guess] ; printf("%u\n")51 call print_int52 call print_nl53 end_if:54 mov eax,[Guess]55 add eax, 256 mov [Guess], eax ; guess += 257 jmp while_limit58 end_while_limit:59
 60 popa61 mov eax, 0 ; return back to C62 leave63 ret prime.asm
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Chapter 3
 Bit Operations
 3.1 Shift Operations
 Assembly language allows the programmer to manipulate the individualbits of data. One common bit operation is called a shift. A shift operationmoves the position of the bits of some data. Shifts can be either towardthe left (i.e., toward the most significant bits) or toward the right (the leastsignificant bits).
 3.1.1 Logical shifts
 A logical shift is the simplest type of shift. It shifts in a very straight-forward manner. Figure 3.1 shows an example of shifted a byte number.
 Original 1 1 1 0 1 0 1 0Left shifted 1 1 0 1 0 1 0 0Right shifted 0 1 1 1 0 1 0 1
 Figure 3.1: Logical shifts
 Note that new, incoming bits are always zero. The SHL and SHR instruc-tions are used to perform logical left and right shifts respectively. Theseinstructions allow one to shift by any number of positions. The number ofpositions to shift can either be a constant or can be stored in the CL register.The last bit shifted out of the data is stored in the carry flag. Here are somecode examples:
 1 mov ax, 0C123H2 shl ax, 1 ; shift 1 bit to left, ax = 8246H, CF = 13 shr ax, 1 ; shift 1 bit to right, ax = 4123H, CF = 04 shr ax, 1 ; shift 1 bit to right, ax = 2091H, CF = 15 mov ax, 0C123H
 45
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 6 shl ax, 2 ; shift 2 bits to left, ax = 048CH, CF = 17 mov cl, 38 shr ax, cl ; shift 3 bits to right, ax = 0091H, CF = 1
 3.1.2 Use of shifts
 Fast multiplication and division are the most common uses of a shiftoperations. Recall that in the decimal system, multiplication and divisionby a power of ten are simple, just shift digits. The same is true for powersof two in binary. For example, to double the binary number 10112 (or 11in decimal), shift once to the left to get 101102 (or 22). The quotient of adivision by a power of two is the result of a right shift. To divide by just 2,use a single right shift; to divide by 4 (22), shift right 2 places; to divide by8 (23), shift 3 places to the right, etc. Shift instructions are very basic andare much faster than the corresponding MUL and DIV instructions!
 Actually, logical shifts can be used multiply and divide unsigned values.They do not work in general for signed values. Consider the 2-byte valueFFFF (signed −1). If it is logically right shifted once, the result is 7FFFwhich is +32, 767! Another type of shift can be used for signed values.
 3.1.3 Arithmetic shifts
 These shifts are designed to be allow signed numbers to be quickly mul-tiplied and divided by powers of 2. They insure that the sign bit is treatedcorrectly.
 SAL Shift Arithmetic Left - This instruction is just a synonym for SHL. Itis assembled into the exactly the same machine code as SHL. As longas the sign bit is not changed by the shift, the result will be correct.
 SAR Shift Arithmetic Right - This is a new instruction that does not shiftthe sign bit (i.e., the msb) of its operand. The other bits are shiftedas normal except that the new bits that enter from the left are copiesof the sign bit (that is, if the sign bit is 1, the new bits are also 1).Thus, if a byte is shifted with this instruction, only the lower 7 bitsare shifted. As for the other shifts, the last bit shifted out is stored inthe carry flag.
 1 mov ax, 0C123H2 sal ax, 1 ; ax = 8246H, CF = 13 sal ax, 1 ; ax = 048CH, CF = 14 sar ax, 2 ; ax = 0123H, CF = 0
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 3.1.4 Rotate shifts
 The rotate shift instructions work like logical shifts except that bits lostoff one end of the data are shifted in on the other side. Thus, the data istreated as if it is a circular structure. The two simplest rotate instructionsare ROL and ROR which make left and right rotations, respectively. Just asfor the other shifts, these shifts leave the a copy of the last bit shifted aroundin the carry flag.
 1 mov ax, 0C123H2 rol ax, 1 ; ax = 8247H, CF = 13 rol ax, 1 ; ax = 048FH, CF = 14 rol ax, 1 ; ax = 091EH, CF = 05 ror ax, 2 ; ax = 8247H, CF = 16 ror ax, 1 ; ax = C123H, CF = 1
 There are two additional rotate instructions that shift the bits in thedata and the carry flag named RCL and RCR. For example, if the AX registeris rotated with these instructions, the 17-bits made up of AX and the carryflag are rotated.
 1 mov ax, 0C123H2 clc ; clear the carry flag (CF = 0)3 rcl ax, 1 ; ax = 8246H, CF = 14 rcl ax, 1 ; ax = 048DH, CF = 15 rcl ax, 1 ; ax = 091BH, CF = 06 rcr ax, 2 ; ax = 8246H, CF = 17 rcr ax, 1 ; ax = C123H, CF = 0
 3.1.5 Simple application
 Here is a code snippet that counts the number of bits that are “on”(i.e., 1) in the EAX register.
 1 mov bl, 0 ; bl will contain the count of ON bits2 mov ecx, 32 ; ecx is the loop counter3 count_loop:4 shl eax, 1 ; shift bit into carry flag5 jnc skip_inc ; if CF == 0, goto skip_inc6 inc bl7 skip_inc:8 loop count_loop
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 X Y X AND Y0 0 00 1 01 0 01 1 1
 Table 3.1: The AND operation
 1 0 1 0 1 0 1 0AND 1 1 0 0 1 0 0 1
 1 0 0 0 1 0 0 0
 Figure 3.2: ANDing a byte
 The above code destroys the original value of EAX (EAX is zero at the end ofthe loop). If one wished to retain the value of EAX, line 4 could be replacedwith rol eax, 1.
 3.2 Boolean Bitwise Operations
 There are four common boolean operators: AND, OR, XOR and NOT.A truth table shows the result of each operation for each possible value ofits operands.
 3.2.1 The AND operation
 The result of the AND of two bits is only 1 if both bits are 1, else theresult is 0 as the truth table in Table 3.1 shows.
 Processors support these operations as instructions that act indepen-dently on all the bits of data in parallel. For example, if the contents of ALand BL are ANDed together, the basic AND operation is applied to each ofthe 8 pairs of corresponding bits in the two registers as Figure 3.2 shows.Below is a code example:
 1 mov ax, 0C123H2 and ax, 82F6H ; ax = 8022H
 3.2.2 The OR operation
 The inclusive OR of 2 bits is 0 only if both bits are 0, else the result is1 as the truth table in Table 3.2 shows. Below is a code example:
 1 mov ax, 0C123H2 or ax, 0E831H ; ax = E933H

Page 57
                        

3.2. BOOLEAN BITWISE OPERATIONS 49
 X Y X OR Y0 0 00 1 11 0 11 1 1
 Table 3.2: The OR operation
 X Y X XOR Y0 0 00 1 11 0 11 1 0
 Table 3.3: The XOR operation
 3.2.3 The XOR operation
 The exclusive OR of 2 bits is 0 only if and only if both bits are equal,else the result is 1 as the truth table in Table 3.3 shows. Below is a codeexample:
 1 mov ax, 0C123H2 xor ax, 0E831H ; ax = 2912H
 3.2.4 The NOT operation
 The NOT operation is a unary operation (i.e., it acts on one operand,not two like binary operations such as AND). The NOT of a bit is theopposite value of the bit as the truth table in Table 3.4 shows. Below is acode example:
 1 mov ax, 0C123H2 not ax ; ax = 3EDCH
 Note that the NOT finds the one’s complement. Unlike the other bitwiseoperations, the NOT instruction does not change any of the bits in the FLAGSregister.
 3.2.5 The TEST instruction
 The TEST instruction performs an AND operation, but does not storethe result. It only sets the FLAGS register based on what the result wouldbe (much like how the CMP instruction performs a subtraction but only setsFLAGS). For example, if the result would be zero, ZF would be set.
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 X NOT X0 11 0
 Table 3.4: The NOT operation
 Turn on bit i OR the number with 2i (which is the binarynumber with just bit i on)
 Turn off bit i AND the number with the binary numberwith only bit i off. This operand is oftencalled a mask
 Complement bit i XOR the number with 2i
 Table 3.5: Uses of boolean operations
 3.2.6 Uses of boolean operations
 Boolean operations are very useful for manipulating individual bits ofdata without modifying the other bits. Table 3.5 shows three common usesof these operations. Below is some example code, implementing these ideas.
 1 mov ax, 0C123H2 or ax, 8 ; turn on bit 3, ax = C12BH3 and ax, 0FFDFH ; turn off bit 5, ax = C10BH4 xor ax, 8000H ; invert bit 31, ax = 410BH5 or ax, 0F00H ; turn on nibble, ax = 4F0BH6 and ax, 0FFF0H ; turn off nibble, ax = 4F00H7 xor ax, 0F00FH ; invert nibbles, ax = BF0FH8 xor ax, 0FFFFH ; 1’s complement, ax = 40F0H
 The AND operation can also be used to find the remainder of a divisionby a power of two. To find the remainder of a division by 2i, AND thenumber with a mask equal to 2i− 1. This mask will contain ones from bit 0up to bit i− 1. It is just these bits that contain the remainder. The resultof the AND will keep these bits and zero out the others. Next is a snippetof code that finds the quotient and remainder of the division of 100 by 16.
 1 mov eax, 100 ; 100 = 64H2 mov ebx, 0000000FH ; mask = 16 - 1 = 15 or F3 and ebx, eax ; ebx = remainder = 44 shr eax, 4 ; eax = quotient of eax/2^4 = 6
 Using the CL register it is possible to modify arbitrary bits of data. Next isan example that sets (turns on) an arbitrary bit in EAX. The number of thebit to set is stored in BH.
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 1 mov cl, bh ; first build the number to OR with2 mov ebx, 13 shl ebx, cl ; shift left cl times4 or eax, ebx ; turn on bit
 Turning a bit off is just a little harder.
 1 mov cl, bh ; first build the number to AND with2 mov ebx, 13 shl ebx, cl ; shift left cl times4 not ebx ; invert bits5 and eax, ebx ; turn off bit
 Code to complement an arbitrary bit is left as an exercise for the reader.It is not uncommon to see the following puzzling instruction in a 80x86
 program:
 xor eax, eax ; eax = 0
 A number XOR’ed with itself always results in zero. This instruction is usedbecause its machine code is smaller than the corresponding MOV instruction.
 3.3 Manipulating bits in C
 3.3.1 The bitwise operators of C
 Unlike some high-level languages, C does provide operators for bitwiseoperations. The AND operation is represented by the binary & operator1.The OR operation is represented by the binary | operator. The XOR oper-ation is represetned by the binary ^ operator. And the NOT operation isrepresented by the unary ~ operator.
 The shift operations are performed by C’s << and >> binary operators.The << operator performs left shifts and the >> operator performs rightshifts. These operators take two operands. The left operand is the value toshift and the right operand is the number of bits to shift by. If the valueto shift is an unsigned type, a logical shift is made. If the value is a signedtype (like int), then an arithmetic shift is used. Below is some example Ccode using these operators:
 1 short int s ; /∗ assume that short int is 16−bit ∗/2 short unsigned u;3 s = −1; /∗ s = 0xFFFF (2’s complement) ∗/4 u = 100; /∗ u = 0x0064 ∗/5 u = u | 0x0100; /∗ u = 0x0164 ∗/
 1This operator is different from the binary && and unary & operators!
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 Macro MeaningS IRUSR user can readS IWUSR user can writeS IXUSR user can executeS IRGRP group can readS IWGRP group can writeS IXGRP group can executeS IROTH others can readS IWOTH others can writeS IXOTH others can execute
 Table 3.6: POSIX File Permission Macros
 6 s = s & 0xFFF0; /∗ s = 0xFFF0 ∗/7 s = s ˆ u; /∗ s = 0xFE94 ∗/8 u = u << 3; /∗ u = 0x0B20 (logical shift ) ∗/9 s = s >> 2; /∗ s = 0xFFA5 (arithmetic shift ) ∗/
 3.3.2 Using bitwise operators in C
 The bitwise operators are used in C for the same purposes as they areused in assembly language. They allow one to manipulate individual bits ofdata and can be used for fast multiplication and division. In fact, a smartC compiler will use a shift for a multiplication like, x *= 2, automatically.
 Many operating system API2’s (such as POSIX 3 and Win32) containfunctions which use operands that have data encoded as bits. For example,POSIX systems maintain file permissions for three different types of users:user (a better name would be owner), group and others. Each type ofuser can be granted permission to read, write and/or execute a file. Tochange the permissions of a file requires the C programmer to manipulateindividual bits. POSIX defines several macros to help (see Table 3.6). Thechmod function can be used to set the permissions of file. This function takestwo parameters, a string with the name of the file to act on and an integer4
 with the appropriate bits set for the desired permissions. For example, thecode below sets the permissions to allow the owner of the file to read andwrite to it, users in the group to read the file and others have no access.chmod(”foo”, S IRUSR | S IWUSR | S IRGRP );
 The POSIX stat function can be used to find out the current permission2Application Programming Interface3stands for Portable Operating System Interface for Computer Environments. A stan-
 dard developed by the IEEE based on UNIX.4Actually a parameter of type mode t which is a typedef to an integral type.
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 bits for the file. Used with the chmod function, it is possible to modify someof the permissions without changing others. Here is an example that removeswrite access to others and adds read access to the owner of the file. Theother permissions are not altered.
 1 struct stat file stats ; /∗ struct used by stat () ∗/2 stat (”foo”, & file stats ); /∗ read file info .3 file stats .st mode holds permission bits ∗/4 chmod(”foo”, ( file stats .st mode & ˜S IWOTH) | S IRUSR);
 3.4 Counting Bits
 Earlier a straightforward technique was given for counting the numberof bits that are “on” in a double word. This section looks at other less directmethods of doing this as an exercise using the bit operations discussed inthis chapter.
 3.4.1 Method one
 The first method is very simple, but not obvious. Here is the code forthe function:
 1 int count bits ( unsigned int data )2 {3 int cnt = 0;4
 5 while( data != 0 ) {6 data = data & (data − 1);7 cnt++;8 }9 return cnt;
 10 }How does this method work? In every iteration of the loop, one bit is
 turned off in data. When all the bits are off (i.e., when data is zero), theloop stops. The number of iterations required to make data zero is equal tothe number of bits in the original value of data.
 Line 6 is where a bit of data is turned off. How does this work? Considerthe general form of the binary representation of data and the rightmost 1in this representation. By definition, every bit after this 1 must be zero.Now, what will be the binary representation of data - 1? The bits to theleft of the rightmost 1 will be the same as for data, but at the point of therightmost 1 the bits will be the complement of the original bits of data. Forexample:data = xxxxx10000data - 1 = xxxxx01111
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 1 static unsigned char byte bit count [256]; /∗ lookup table ∗/2
 3 void initialize count bits ()4 {5 int cnt , i , data;6
 7 for ( i = 0; i < 256; i++ ) {8 cnt = 0;9 data = i ;
 10 while( data != 0 ) { /∗ method one ∗/11 data = data & (data − 1);12 cnt++;13 }14 byte bit count [ i ] = cnt;15 }16 }17
 18 int count bits ( unsigned int data )19 {20 const unsigned char ∗ byte = ( unsigned char ∗) & data;21
 22 return byte bit count [byte [0]] + byte bit count [byte [1]] +23 byte bit count [byte [2]] + byte bit count [byte [3]];24 }
 Figure 3.3: Method Two
 where the x’s are the same for both numbers. When data is AND ’ed withdata - 1, the result will zero the rightmost 1 in data and leave all the otherbits unchanged.
 3.4.2 Method two
 A lookup table can also be used to count the bits of an arbitrary doubleword. The straightforward approach would be to precompute the numberof bits for each double word and store this in an array. However, there aretwo related problems with this approach. There are roughly 4 billion doubleword values! This means that the array will be very big and that initializingit will also be very time consuming. (In fact, unless one is going to actuallyuse the array more than 4 billion times, more time will be taken to initializethe array than it would require to just compute the bit counts using methodone!)
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 A more realistic method would precompute the bit counts for all possiblebyte values and store these into an array. Then the double word can be splitup into four byte values. The bit counts of these four byte values are lookedup from the array and sumed to find the bit count of the original doubleword. Figure 3.3 shows the to code implement this approach.
 The initiailize count bits function must be called before the firstcall to the count bits function. This function initializes the global byte bit countarray. The count bits function looks at the data variable not as a doubleword, but as an array of four bytes. The dword pointer acts as a pointer tothis four byte array. Thus, dword[0] is one of the bytes in data (either theleast significant or the most significant byte depending on if the hardwareis little or big endian, respectively.) Of course, one could use a constructionlike:(data >> 24) & 0x000000FF
 to find the most significant byte value and similar ones for the other bytes;however, these constructions will be slower than an array reference.
 One last point, a for loop could easily be used to compute the sum onlines 22 and 23. But, a for loop would include the overhead of initializing aloop index, comparing the index after each iteration and incrementing theindex. Computing the sum as the explicit sum of four values will be faster.In fact, a smart compiler would convert the for loop version to the explicitsum. This process of reducing or eliminating loop iterations is a compileroptimization technique known as loop unrolling.
 3.4.3 Method Three
 There is yet another clever method of counting the bits that are on indata. This method literally adds the one’s and zero’s of the data together.This sum must equal the number of one’s in the data. For example, considercounting the one’s in a byte stored in a variable named data. The first stepis to perform the following operation:data = (data & 0x55) + ((data >> 1) & 0x55);
 What does this do? The hex constant 0x55 is 01010101 in binary. In thefirst operand of the addition, data is AND ’ed with this, bits at the odd bitpositions are pulled out. The second operand ((data >> 1) & 0x55) firstmoves all the bits at the even positions to an odd position and uses the samemask to pull out these same bits. Now, the first operand contains the oddbits and the second operand the even bits of data. When this two operandsare added together, the even and odd bits of data are added together. Forexample, if data is 101100112, then:
 data & 010101012 00 01 00 01+ (data >> 1) & 010101012 or + 01 01 00 01
 01 10 00 10
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 1 int count bits (unsigned int x )2 {3 static unsigned int mask[] = { 0x55555555,4 0x33333333,5 0x0F0F0F0F,6 0x00FF00FF,7 0x0000FFFF };8 int i ;9 int shift ; /∗ number of positions to shift to right ∗/
 10
 11 for ( i=0, shift =1; i < 5; i++, shift ∗= 2 )12 x = (x & mask[i ]) + ( ( x >> shift) & mask[i ] );13 return x;14 }
 Figure 3.4: Method 3
 The addition on the right shows the actual bits added together. Thebits of the byte are divided into four 2-bit fields to show that actually thereare four independent additions being performed. Since the most these sumscan be is two, there is no possibility that the sum will overflow its field andcorrupt one of the other fields’ sums.
 Of course, the total number of bits have not been computed yet. How-ever, the same technique that was used above can be used to compute thetotal in a series of similar steps. The next step would be:data = (data & 0x33) + ((data >> 2) & 0x33);
 Continuing the above example (remember that data now is 011000102):data & 001100112 0010 0010
 + (data >> 2) & 001100112 or + 0001 00000011 0010
 Now there are two 4-bit fields to that are independently added.The next step is to add these two bit sums together to form the final
 result:data = (data & 0x0F) + ((data >> 4) & 0x0F);
 Using the example above (with data equal to 001100102):data & 000011112 00000010
 + (data >> 4) & 000011112 or + 0000001100000101
 Now data is 5 which is the correct result. Figure 3.4 shows an implemen-tation of this method that counts the bits in a double word. It uses a forloop to compute the sum. It would be faster to unroll the loop; however, the
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 loop makes it clearer how the method generalizes to different sizes of data.
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Chapter 4
 Subprograms
 This chapter looks at using subprograms to make modular programs andto interface with high level languages (like C). Functions and procedures arehigh level language examples of subprograms.
 The code that calls a subprogram and the subprogram itself must agreeon how data will passed between them. These rules on how data will bepassed are called calling conventions. A large part of this chapter will dealwith the standard C calling conventions that can be used to interface as-sembly subprograms with C programs. This (and other conventions) oftenpass the addresses of data (i.e., pointers) to allow the subprogram to accessthe data in memory.
 4.1 Indirect Addressing
 Indirect addressing allows registers to act like pointer variables. To in-dicate that a register is to be used indirectly as a pointer, it is enclosed insquare brackets ([]). For example:
 1 mov ax, [Data] ; normal direct memory addressing of a word2 mov ebx, Data ; ebx = & Data3 mov ax, [ebx] ; ax = *ebx
 Because AX holds a word, line 3 reads a word starting at the address storedin EBX. If AX was replaced with AL, only a single byte would be read.It is important to realize that registers do not have types like variables doin C. What EBX is assumed to point to is completely determined to whatinstructions are used. Furthermore, even the fact that EBX is a pointer iscompletely determined by the what instructions are used. If EBX is usedincorrectly, often there will be no assembler error; however, the programwill not work correctly. This is one of the many reasons that assemblyprogramming is more error prone than high level programming.
 59
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 All the 32-bit general purpose (EAX, EBX, ECX, EDX) and index (ESI,EDI) registers can be used for indirect addressing. In general, the 16-bit and8-bit registers can not be.
 4.2 Simple Subprogram Example
 A subprogram is an independent unit of code that can be used fromdifferent parts of a program. In other words, a subprogram is like a functionin C. A jump can be used to invoke the subprogram, but returning presentsa problem. If the subprogram is to be used by different parts of the program,it must return back to the section of code that invoked it. Thus, the jumpback from the subprogram can not be hard coded to a label. The code belowshows how this could be done using the indirect form of the JMP instruction.This form of the instruction uses the value of a register to determine whereto jump to (thus, the register acts much like a function pointer in C.) Hereis the first program from chapter 1 rewritten to use a subprogram.
 sub1.asm1 ; file: sub1.asm2 ; Subprogram example program3 %include "asm_io.inc"4
 5 segment .data6 prompt1 db "Enter a number: ", 0 ; don’t forget nul terminator7 prompt2 db "Enter another number: ", 08 outmsg1 db "You entered ", 09 outmsg2 db " and ", 0
 10 outmsg3 db ", the sum of these is ", 011
 12 segment .bss13 input1 resd 114 input2 resd 115
 16 segment .text17 global _asm_main18 _asm_main:19 enter 0,0 ; setup routine20 pusha21
 22 mov eax, prompt1 ; print out prompt23 call print_string24
 25 mov ebx, input1 ; store address of input1 into ebx
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 26 mov ecx, ret1 ; store return address into ecx27 jmp short get_int ; read integer28 ret1:29 mov eax, prompt2 ; print out prompt30 call print_string31
 32 mov ebx, input233 mov ecx, $ + 7 ; ecx = this address + 734 jmp short get_int35
 36 mov eax, [input1] ; eax = dword at input137 add eax, [input2] ; eax += dword at input238 mov ebx, eax ; ebx = eax39
 40 mov eax, outmsg141 call print_string ; print out first message42 mov eax, [input1]43 call print_int ; print out input144 mov eax, outmsg245 call print_string ; print out second message46 mov eax, [input2]47 call print_int ; print out input248 mov eax, outmsg349 call print_string ; print out third message50 mov eax, ebx51 call print_int ; print out sum (ebx)52 call print_nl ; print new-line53
 54 popa55 mov eax, 0 ; return back to C56 leave57 ret58 ; subprogram get_int59 ; Parameters:60 ; ebx - address of dword to store integer into61 ; ecx - address of instruction to return to62 ; Notes:63 ; value of eax is destroyed64 get_int:65 call read_int66 mov [ebx], eax ; store input into memory67 jmp ecx ; jump back to caller
 sub1.asm
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 The get int subprogram uses a simple, register-based calling conven-tion. It expects the EBX register to hold the address of the DWORD tostore the number input into and the ECX register to hold the code addressof the instruction to jump back to. In lines 25 to 28, the ret1 label is usedto compute this return address. In lines 32 to 34, the $ operator is used tocompute the return address. The $ operator returns the current address forthe line it appears on. The expression $ + 7 computes the address of theMOV instruction on line 36.
 Both of these return address computations are awkward. The firstmethod requires a label to be defined for each subprogram call. The secondmethod does not require a label, but does require careful thought. If a nearjump was used instead of a short jump, the number to add to $ would notbe 7! Fortunately, there is a much simpler way to invoke subprograms. Thismethod uses the stack.
 4.3 The Stack
 Many CPU’s have built in support of a stack. A stack is a Last-In First-Out (LIFO) list. The stack is an area of memory that is organized in thisfashion. The PUSH instruction adds data to the stack and the POP instructionremoves data. The data removed is always the last data added (that is whyit is called a last-in first-out list).
 The SS segment register specifies the segment that contains the stack(usually this is the same segment data is stored into). The ESP registercontains the address of the data that would be removed from the stack.This data is said to be at the top of the stack. Data can only be added indouble word units. That is, one can not push a single byte on the stack.
 The PUSH instruction inserts a double word1 on the stack by subtracting4 from ESP and then stores the double word at [ESP]. The POP instructionreads the double word at [ESP] and then adds 4 to ESP. The code belowdemostrates how these instructions work and assumes that ESP is initially1000H.
 1 push dword 1 ; 1 stored at 0FFCh, ESP = 0FFCh2 push dword 2 ; 2 stored at 0FF8h, ESP = 0FF8h3 push dword 3 ; 3 stored at 0FF4h, ESP = 0FF4h4 pop eax ; EAX = 3, ESP = 0FF8h5 pop ebx ; EBX = 2, ESP = 0FFCh6 pop ecx ; ECX = 1, ESP = 1000h
 1Actually words can be pushed too, but in 32-bit protected mode, it is better to workwith only double words on the stack.
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 The stack can be used as a convenient place to store data temporarily.It is also used for making subprogram calls, passing parameters and localvariables.
 The 80x86 also provides a PUSHA instruction that pushes the values ofEAX, EBX, ECX, EDX, ESI, EDI and EBP registers (not in this order).The POPA instruction can be used to pop them all back off.
 4.4 The CALL and RET Instructions
 The 80x86 provides two instructions that use the stack to make callingsubprograms quick and easy. The CALL instruction makes an unconditionaljump to a subprogram and pushes the address of the next instruction on thestack. The RET instruction pops off an address and jumps to that address.When using this instructions, it is very important that one manage the stackcorrectly so that the right number is popped off by the RET instruction!
 The previous program can be rewritten to use these new instructions bychanging lines 25 to 34 to be:
 mov ebx, input1call get_int
 mov ebx, input2call get_int
 and change the subprogram get int to:
 get_int:call read_intmov [ebx], eaxret
 There are several advantages to using CALL and RET:
 • It is simpler!
 • It allows subprograms calls to be nested easily. Notice that get intcalls read int. This call pushes another address on the stack. At theend of read int’s code is a RET that pops off the return address andjumps back to get int’s code. Then when get int’s RET is executed,it pops off the return address that jumps back to asm main. This workscorrectly because of the LIFO property of the stack.
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 Remember it is very important to pop off all data that is pushed on thestack. For example, consider the following:
 1 get_int:2 call read_int3 mov [ebx], eax4 push eax5 ret ; pops off EAX value, not return address!!
 This code would not return correctly!
 4.5 Calling Conventions
 When a subprogram is invoked, the calling code and the subprogram (thecallee) must agree on how to pass data between them. High-level languageshave standard ways to pass data known as calling conventions. For high-levelcode to interface with assembly language, the assembly language code mustuse the same conventions as the high-level language. The calling conventionscan differ from compiler to compiler or may vary depending on how the codeis compiled (e.g., if optimizations are on or not). One universal conventionis that the code will be invoked with a CALL instruction and return via aRET.
 All PC C compilers support one calling convention that will be describedin the rest of this chapter in stages. One property of these conventions arethat subprograms are reetrant. A reetrant subprogram may be called at anypoint of a program safely (even inside the subprogram itself).
 4.5.1 Passing parameters on the stack
 Parameters to a subprogram may be passed on the stack. They arepushed onto the stack before the CALL instruction. Just as in C, if theparameter is to be changed by the subprogram, the address of the datamust be passed, not the value. If the parameter’s size is less than a doubleword, it must be converted to a double word before being pushed.
 The parameters on the stack are not popped off by the subprogram,instead they are access in the stack itself. Why?
 • Since they have to pushed on the stack before the CALL instruction,the return address would have to be popped off first (and then pushedback on again).
 • Often the parameters will have to be used in several places in thesubprogram. Usually, they can not be kept in a register for the entiresubprogram and would have to be stored in memory. Leaving them
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 ESP + 4 ParameterESP Return address
 Figure 4.1:
 ESP + 8 ParameterESP + 4 Return addressESP subprogram data
 Figure 4.2:
 on the stack keeps a copy of the data in memory that can be accessedat any point of the subprogram.
 Consider a subprogram that is passed a single parameter on the stack. When using indirect ad-dressing, the 80x86 proces-sor accesses different seg-ments depending on whatregisters are used in theindirect addressing expres-sion. ESP (and EBP)use the stack segment whileEAX, EBX, ECX andEDX use the data segment.However, this is usuallyunimportant for most pro-tected mode programs, be-cause for them the dataand stack segments are thesame.
 When the subprogram is invoked, the stack looks like Figure 4.1. The pa-rameter can be accessed using indirect addressing ([ESP+4] 2).
 If the stack is also used inside the subprogram to store data, the numberneeded to be added to ESP will change. For example, Figure 4.2 shows whatthe stack looks like if a DWORD is pushed the stack. Now the parameter isat ESP + 8 not ESP + 4. Thus, it can be very error prone to use ESP whenreferencing parameters. To solve this problem, the 80386 supplies anotherregister to use: EBP. This register’s only purpose is to reference data on thestack. The C calling convention mandates that a subprogram first save thevalue of EBP on the stack and then set EBP to be equal to ESP. This allowsESP to change as data is pushed or popped off the stack without modifyingEBP. At the end of the subprogram, the original value of EBP must berestored (this is why it is saved at the start of the subprogram.) Figure 4.3shows the general form of a subprogram that follows these conventions.
 Lines 2 and 3 in Figure 4.3 make up the general prologue of a subprogram.Lines 5 and 6 make up the epilogue. Figure 4.4 shows what the stack lookslike immediately after the prologue. Now the parameter can be access with[EBP + 8] at any place in the subprogram without worrying about whatelse has been pushed onto the stack by the subprogram.
 After the subprogram is over, the parameters that were pushed on thestack must be removed. The C calling convention specifies that the callercode must do this. Other conventions are different. For example, the Pascalcalling convention specifies that the subprogram must remove the parame-
 2It is legal to add a constant to a register when using indirect addressing. Morecomplicated expressions are possible too. This is covered in the next chapter
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 1 subprogram_label:2 push ebp ; save original EBP value on stack3 mov ebp, esp ; new EBP = ESP4 ; subprogram code5 pop ebp ; restore original EBP value6 ret
 Figure 4.3: General subprogram form
 ESP + 8 EBP + 8 ParameterESP + 4 EBP + 4 Return addressESP EBP saved EBP
 Figure 4.4:
 ters. (There is another form of the RET instruction that makes this easy todo.) Some C compilers support this convention too. The pascal keyword isused in the prototype and definition of the function to tell the compiler touse this convention. In fact, MS Windows API C functions use the Pascalconvention. Why? It is a little more efficient that the C convention. Whydo all C functions not use this convention, then? In general, C allows afunction to have varying number of arguments (e.g., the printf and scanffunctions). For these types of functions, the operation to remove the param-eters from the stack will vary from one call of the function to the next. TheC convention allows the instructions to perform this operation to be easilyvaried from one call to the next. The Pascal convention makes this opera-tion very difficult. Thus, the Pascal convention (like the Pascal language)does not allow this type of function. MS Windows can use this conventionsince none of its API functions take varying numbers of arguments.
 Figure 4.5 shows how a subprogram using the C calling convention wouldbe called. Line 3 removes the parameter from the stack by directly manipu-lating the stack pointer. A POP instruction could be used to do this also, butwould require the useless result to be stored in a register. Actually, for thisparticular case, many compilers would use a POP ECX instruction to removethe parameter. The compiler would use a POP instead of an ADD because theADD requires more bytes for the instruction. However, the POP also changesECX’s value! Next is another example program with two subprograms thatuse the C calling conventions discussed above. Line 54 (and other lines)shows that multiple data and text segments may be declared in a singlesource file. They will be combined into single data and text segments in
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 1 push dword 1 ; pass 1 as parameter2 call fun3 add esp, 4 ; remove parameter from stack
 Figure 4.5: Sample subprogram call
 the linking process. Splitting up the data and code into separate segmentsallow the data that a subprogram uses to be defined close by the code of thesubprogram.
 sub3.asm1 %include "asm_io.inc"2
 3 segment .data4 sum dd 05
 6 segment .bss7 input resd 18
 9 ;10 ; psuedo-code algorithm11 ; i = 1;12 ; sum = 0;13 ; while( get_int(i, &input), input != 0 ) {14 ; sum += input;15 ; i++;16 ; }17 ; print_sum(num);18 segment .text19 global _asm_main20 _asm_main:21 enter 0,0 ; setup routine22 pusha23
 24 mov edx, 1 ; edx is ’i’ in pseudo-code25 while_loop:26 push edx ; save i on stack27 push dword input ; push address on input on stack28 call get_int29 add esp, 8 ; remove i and &input from stack30
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 31 mov eax, [input]32 cmp eax, 033 je end_while34
 35 add [sum], eax ; sum += input36
 37 inc edx38 jmp short while_loop39
 40 end_while:41 push dword [sum] ; push value of sum onto stack42 call print_sum43 pop ecx ; remove [sum] from stack44
 45 popa46 leave47 ret48
 49 ; subprogram get_int50 ; Parameters (in order pushed on stack)51 ; number of input (at [ebp + 12])52 ; address of word to store input into (at [ebp + 8])53 ; Notes:54 ; values of eax and ebx are destroyed55 segment .data56 prompt db ") Enter an integer number (0 to quit): ", 057
 58 segment .text59 get_int:60 push ebp61 mov ebp, esp62
 63 mov eax, [ebp + 12]64 call print_int65
 66 mov eax, prompt67 call print_string68
 69 call read_int70 mov ebx, [ebp + 8]71 mov [ebx], eax ; store input into memory72
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 73 pop ebp74 ret ; jump back to caller75
 76 ; subprogram print_sum77 ; prints out the sum78 ; Parameter:79 ; sum to print out (at [ebp+8])80 ; Note: destroys value of eax81 ;82 segment .data83 result db "The sum is ", 084
 85 segment .text86 print_sum:87 push ebp88 mov ebp, esp89
 90 mov eax, result91 call print_string92
 93 mov eax, [ebp+8]94 call print_int95 call print_nl96
 97 pop ebp98 ret sub3.asm
 4.5.2 Local variables on the stack
 The stack can be used as a convenient location for local variables. This isexactly where C stores normal (or automatic in C lingo) variables. Using thestack for variables is important if one wishes subprograms to be reentrant.A reentrant subprogram will work if it is invoked at any place, including thesubprogram itself. In other words, reentrant subprograms can be invokedrecursively. Using the stack for variables also saves memory. Data not storedon the stack is using memory from the beginning of the program until theend of the program (C calls these types of variables global or static). Datastored on the stack only use memory when the subprogram they are definedfor is active.
 Local variables are stored right after the saved EBP value in the stack.They are allocated by subtracting the number of bytes required from ESPin the prologue of the subprogram. Figure 4.6 shows the new subprogram
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 1 subprogram_label:2 push ebp ; save original EBP value on stack3 mov ebp, esp ; new EBP = ESP4 sub esp, LOCAL_BYTES ; = # bytes needed by locals5 ; subprogram code6 mov esp, ebp ; deallocate locals7 pop ebp ; restore original EBP value8 ret
 Figure 4.6: General subprogram form with local variables
 1 void calc sum( int n, int ∗ sump )2 {3 int i , sum = 0;4
 5 for ( i=1; i <= n; i++ )6 sum += i;7 ∗sump = sum;8 }
 Figure 4.7: C version of sum
 skeleton. The EBP register is used to access local variables. Consider theC function in Figure 4.7. Figure 4.8 shows how the equivalent subprogramcould be written in assembly.
 Figure 4.9 shows what the stack looks like after the prologue of the pro-gram in Figure 4.8. This combination of the parameters return informationand local variables used by a single subprogram call is called a stack frame.Every invocation of a C function creates a new stack frame on the stack.
 The prologue and epilogue of a subprogram can be simplified by usingtwo special instructions that are designed specifically for this purpose. TheENTER instruction performs the prologue code and the LEAVE performs theepilogue. The ENTER instruction takes two immediate operands. For theC calling convention, the second operand is always 0. The first operand isthe number bytes needed by local variables. The LEAVE instruction has nooperands. Figure 4.10 shows how this instructions are used. Note that theprogram skeleton (Figure 1.7) also uses ENTER and LEAVE.
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 1 cal_sum:2 push ebp3 mov ebp, esp4 sub esp, 4 ; make room for local sum5
 6 mov dword [ebp - 4], 0 ; sum = 07 mov ebx, 1 ; ebx (i) = 18 for_loop:9 cmp ebx, [ebp+12] ; is i >= n?
 10 jnle end_for11
 12 add [ebp-4], ebx ; sum += i13 inc ebx14 jmp short for_loop15
 16 end_for:17 mov ebx, [ebp+8] ; ebx = sump18 mov eax, [ebp-4] ; eax = sum19 mov [ebx], eax ; *sump = sum;20
 21 mov esp, ebp22 pop ebp23 ret
 Figure 4.8: Assembly version of sum
 4.6 Multi-Module Programs
 A multi-module program is one composed of more that one object file.All the programs presented here have been multi-module programs. Theyconsisted of the C driver object file and the assembly object file (plus theC library object files). Recall that the linker combines the object files intoa single executable program. The linker must match up references madeto each label in one module (i.e., object file) to its definition in anothermodule. In order for module A to use a label defined in module B, theextern directive must be used. After the extern directive comes a commadelimited list of labels. The directive tells the assembler to treat theselabels as external to the module. That is, these are labels that can be usedin this module, but are defined in another. The asm io.inc file defines theread int, etc. routines as external.
 In assembly, labels can not be accessed externally by default. If a label
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 ESP + 16 EBP + 12 nESP + 12 EBP + 8 sumpESP + 8 EBP + 4 Return addressESP + 4 EBP saved EBPESP EBP - 4 sum
 Figure 4.9:
 1 subprogram_label:2 enter LOCAL_BYTES, 0 ; = # bytes needed by locals3 ; subprogram code4 leave5 ret
 Figure 4.10: General subprogram form with local variables using ENTER andLEAVE
 can be accessed from other modules than the one it is defined in, it mustbe decalared global in its module. The global directive does this. Line 13of the skeleton program listing in Figure 1.7 shows the asm main labelbeing defined as global. Without this declaration, there would be a linkererror. Why? Because the C code would not be able to refer to the internalasm main label.
 Next is the code for the previous example, rewritten to use two modules.The two subprograms (get int and print sum) are in a separate source filethan the asm main routine.
 main4.asm1 %include "asm_io.inc"2
 3 segment .data4 sum dd 05
 6 segment .bss7 input resd 18
 9 segment .text10 global _asm_main11 extern get_int, print_sum
 12 _asm_main:13 enter 0,0 ; setup routine14 pusha
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 15
 16 mov edx, 1 ; edx is ’i’ in pseudo-code17 while_loop:18 push edx ; save i on stack19 push dword input ; push address on input on stack20 call get_int21 add esp, 8 ; remove i and &input from stack22
 23 mov eax, [input]24 cmp eax, 025 je end_while26
 27 add [sum], eax ; sum += input28
 29 inc edx30 jmp short while_loop31
 32 end_while:33 push dword [sum] ; push value of sum onto stack34 call print_sum35 pop ecx ; remove [sum] from stack36
 37 popa38 leave39 ret main4.asm
 sub4.asm1 %include "asm_io.inc"2
 3 segment .data4 prompt db ") Enter an integer number (0 to quit): ", 05
 6 segment .text7 global get_int, print_sum
 8 get_int:9 enter 0,0
 10
 11 mov eax, [ebp + 12]12 call print_int13
 14 mov eax, prompt15 call print_string16
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 17 call read_int18 mov ebx, [ebp + 8]19 mov [ebx], eax ; store input into memory20
 21 leave22 ret ; jump back to caller23
 24 segment .data25 result db "The sum is ", 026
 27 segment .text28 print_sum:29 enter 0,030
 31 mov eax, result32 call print_string33
 34 mov eax, [ebp+8]35 call print_int36 call print_nl37
 38 leave39 ret sub4.asm
 The previous example only has global code labels; however, global datalabels work exactly the same way.
 4.7 Interfacing Assembly with C
 Today, very few programs are written completely in assembly. Compilersare very good at converting high level code into efficient machine code. Sinceit is much easier to write code in a high level language, it is more popular.In addition, high level code is much more protable than assembly!
 When assembly is used, it is often only used for small parts of the code.This can be done in two ways: calling assembly subroutines from C orinline assembly. Inline assembly allows the programmer to place assemblystatements directly into C code. This can be very convenient; however, thereare disadvantages to inline assembly. The assembly code must be written inthe format the compiler uses. No compiler at the moment supports NASM’sformat. Different compilers require different formats. Borland and Microsoftrequire MASM format. DJGPP and Linux’s gcc require GAS3 format. The
 3GAS is the assembler that all GNU compiler’s use. It uses the AT&T syntax which
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 1 segment .data2 x dd 03 format db "x = %d\n", 04
 5 segment .text6 ...7 push dword [x] ; push x’s value8 push dword format ; push address of format string9 call _printf ; note underscore!
 10 add esp, 8 ; remove parameters from stack
 Figure 4.11: Call to printf
 technique of calling an assembly subroutine is much more standandized onthe PC.
 Assembly routines are usually used with C for the following reasons:
 • Direct access is needed to hardware features of the computer that aredifficult or impossible to access from C.
 • The routine must be as fast as possible and the programmer can handoptimize the code better than the compiler can.
 The last reason is not as valid as it once was. Compiler technology hasimproved over the years and compilers can often generate very efficient code(especially if compiler optimizations are turned on). The disadvantages ofassembly routines are: reduced portability and readability.
 Most of the C calling conventions have already been specified. However,there are a few additional features that need to be described.
 4.7.1 Saving registers
 First, C assumes that a subroutine maintains the values of the following The register keyword canbe used in a C variable dec-laration to suggest to thecompiler that it use a reg-ister for this variable in-stead of a memory loca-tion. These are known asregister variables. Mod-ern compilers do this auto-matically without requiringany suggestions.
 registers: EBX, ESI, EDI, EBP, CS, DS, SS, ES. This does not mean thatthe subroutine can not change them internally. Instead, it means that ifit does change their values, it must restore their original values before thesubroutine returns. The EBX, ESI and EDI values must be unmodifiedbecause C uses these registers for register variables. Usually the stack isused to save the original values of these registers.
 is very different from the relatively similar syntaxes of MASM, TASM and NASM.
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 EBP + 12 value of xEBP + 8 address of format stringEBP + 4 Return addressEBP saved EBP
 Figure 4.12: Stack inside printf
 4.7.2 Labels of functions
 Most C compilers prepend a single underscore( ) character at the be-ginning of the names of functions and global/static variables. For example,a function named f will be assigned the label f. Thus, if this is to be anassembly routine, it must be labelled f, not f. The Linux gcc compiler doesnot prepend any character. Under Linux ELF executables, one simply woulduse the label f for the C function f. However, DJGPP’s gcc does prependan underscore. Note that in the assembly skeleton program (Figure 1.7),the label for the main routine is asm main.
 4.7.3 Passing parameters
 Under the C calling convention, the arguments of a function are pushedon the stack in the reverse order that they appear in the function call.
 Consider the following C statement: printf("x = %d\n",x); Figure 4.11shows how this would be compiled (shown in the equivalent NASM format).Figure 4.12 shows what the stack looks like after the prologue inside theprintf function. The printf function is one of the C library functions thatcan take any number of arguments. The rules of the C calling conventionswere specifically written to allow these types of functions. Since the addressIt is not necessary to use
 assembly to process an ar-bitrary number of argu-ments in C. The stdarg.hheader file defines macrosthat can be used to processthem portably. See anygood C book for details.
 of the format string is pushed last, it’s location on the stack will always beat EBP + 8 not matter how many parameters are passed to the function.The printf code can then look at the format string to determine how manyparameters should have been passed and look for them on the stack.
 Of course, if a mistake is made, printf("x = %d\n"), the printf codewill still print out the double word value at [EBP + 12]. However, this willnot be x’s value!
 4.7.4 Calculating addresses of local variables
 Finding the address of a label defined in the data or bss segments issimple. Basically, the linker does this. However, calculating the addressof a local variable (or parameter) on the stack is not as straightforward.However, this is a very common need when calling subroutines. Considerthe case of passing the address of a variable (let’s call it x) to a function
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 (let’s call it foo). If x is located at EBP − 8 on the stack, one cannot justuse:
 mov eax, ebp - 8
 Why? The value that MOV stores into EAX must be computed by the as-sembler (that is, it must in the end be a constant). However, there is aninstruction that does the desired calculation. It is called LEA (for Load Ef-fective Address). The following would calculate the address of x and storeit into EAX:
 lea eax, [ebp - 8]
 Now EAX holds the address of x and could be pushed on the stack whencalling function foo. Do not be confused, it looks like this instruction isreading the data at [EBP−8]; however, this is not true. The LEA instructionnever reads memory! It only computes the address that would be readby another instruction and stores this address in its first register operand.Since it does not actually read any memory, no memory size designation(e.g. dword) is needed or allowed.
 4.7.5 Returning values
 Non-void C functions return back a value. The C calling conventionsspecify how this is done. Return values are passed via registers. All integraltypes (char, int, enum, etc.) are returned in the EAX register. If theyare smaller than 32-bits, they are extended to 32-bits when stored in EAX.(How they are extended depends on if they are signed or unsigned types.)Pointer values are also stored in EAX. Floating point values are stored inthe ST0 register of the math coprocessor. (This register is discussed in thefloating point chapter.)
 4.7.6 Other calling conventions
 The rules described about describe the standard C calling conventionthat is supported by all 80x86 C compilers. Often compilers support othercalling conventions as well. When interfacing with assembly language itis very important to know what calling convention the compiler is usingwhen it calls your function. Usually, the default is to use the standardcalling convention; however, this is not always the case4. Compilers that usemultiple conventions often have command line switches that can be used tochange the default convention. They also provide extensions to the C syntax
 4The Watcom C compiler is an example of one that does not use the standard conven-tion by default.
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 to explicitly assign calling conventions to individual functions. However,these extensions are not standardized and may vary from one compiler toanother.
 The GCC compiler allows different calling conventions. The conventionof a function can be explicitly declared by using the attribute exten-sion. For example, to declare a void function that uses the standard callingconvention named f that takes a single int parameter, use the followingsyntax for its prototype:
 void f ( int ) attribute ((cdecl ));
 GCC also supports the standard call calling convention. The function abovecould be declared to use this convention by replacing the cdecl with stdcall.The difference in stdcall and cdecl is that stdcall requires the subroutineto remove the parameters from the stack (as the Pascal calling conventiondoes). Thus, the stdcall convention can only be used with functions thattake a fixed number of arguments (i.e., ones not like printf and scanf).
 GCC also supports an additional attribute called regparm that tells thecompiler to use registers to pass up to 3 integer arguments to a functioninstead of using the stack. This is a common type of optimization thatmany compilers support.
 Borland and Microsoft use a common syntax to declare calling conven-tions. They add the cdecl and stdcall keywords to C. These keywordsact as function modifiers and appear immediately before the function namein a prototype. For example, the function f above would be defined asfollows for Borland and Microsoft:void cdecl f ( int );
 There are advantages and disadvantages to each of the calling conven-tions. The main advantages of the cdecl convention is that it is simple andvery flexible. It can be used for any type of C function and C compiler. Us-ing other conventions can limit the portability of the subroutine. Its maindisadvantage is that it can be slower that some of the others and use morememory (since every invocation of the function requires code to remove theparameters on the stack).
 The advantages of the stdcall convention is that it uses less memorythan cdecl. No stack cleanup is required after the CALL instruction. Its maindisadvantage is that it can not be used with functions that have variablenumbers of arguments.
 The advantage of using a convention that uses registers to pass integerparameters is speed. The main disadvantage is that the convention is morecomplex. Some parameters may be in registers and others on the stack.
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 4.7.7 Examples
 Next is an example that shows how an assembly routine can be interfacedto a C program. (Note that this program does not use the assembly skeletonprogram (Figure 1.7) or the driver.c module.)
 main5.c
 1 #include <stdio.h>2 /∗ prototype for assembly routine ∗/3 void calc sum( int , int ∗ ) attribute ((cdecl ));4
 5 int main( void )6 {7 int n, sum;8
 9 printf (”Sum integers up to : ” );10 scanf(”%d”, &n);11 calc sum(n, &sum);12 printf (”Sum is %d\n”, sum);13 return 0;14 }
 main5.c
 sub5.asm1 ; subroutine _calc_sum2 ; finds the sum of the integers 1 through n3 ; Parameters:4 ; n - what to sum up to (at [ebp + 8])5 ; sump - pointer to int to store sum into (at [ebp + 12])6 ; pseudo C code:7 ; void calc_sum( int n, int * sump )8 ; {9 ; int i, sum = 0;
 10 ; for( i=1; i <= n; i++ )11 ; sum += i;12 ; *sump = sum;13 ; }14
 15 segment .text16 global _calc_sum17 ;18 ; local variable:
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 Sum integers up to: 10Stack Dump # 1EBP = BFFFFB70 ESP = BFFFFB68+16 BFFFFB80 080499EC+12 BFFFFB7C BFFFFB80+8 BFFFFB78 0000000A+4 BFFFFB74 08048501+0 BFFFFB70 BFFFFB88-4 BFFFFB6C 00000000-8 BFFFFB68 4010648C
 Sum is 55
 Figure 4.13: Sample run of sub5 program
 19 ; sum at [ebp-4]20 _calc_sum:21 enter 4,0 ; make room for sum on stack22 push ebx ; IMPORTANT!23
 24 mov dword [ebp-4],0 ; sum = 025 dump_stack 1, 2, 4 ; print out stack from ebp-8 to ebp+1626 mov ecx, 1 ; ecx is i in pseudocode27 for_loop:28 cmp ecx, [ebp+8] ; cmp i and n29 jnle end_for ; if not i <= n, quit30
 31 add [ebp-4], ecx ; sum += i32 inc ecx33 jmp short for_loop34
 35 end_for:36 mov ebx, [ebp+12] ; ebx = sump37 mov eax, [ebp-4] ; eax = sum38 mov [ebx], eax39
 40 pop ebx ; restore ebx41 leave42 ret sub5.asm
 Why is line 22 of sub5.asm so important? Because the C calling con-vention requires the value of EBX to be unmodified by the function call. If
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 this is not done, it is very likely that the program will not work correctly.Line 25 demonstrates how the dump stack macro works. Recall that the
 first parameter is just a numeric label, and the second and third parametersdetermine how many double words to display below and above EBP respec-tively. Figure 4.13 shows an example run of the program. For this dump,one can can see that the address of the dword to store the sum is BFFFFB80(at EBP + 12); the number to sum up to is 0000000A (at EBP + 8); the re-turn address for the routine is 08048501 (at EBP + 4); the saved EBP valueis BFFFFB88 (at EBP); the value of the local variable is 0 at (EBP - 4);and finally the saved EBX value is 4010648C (at EBP - 8).
 The calc sum function could be rewritten to return the sum as its returnvalue instead of using a pointer parameter. Since the sum is an integralvalue, the sum would be left in the EAX register. Line 11 of the main5.cfile would need to changed to:
 sum = calc sum(n);
 Also, the prototype of calc sum would need be altered. Below is the modi-fied assembly code:
 sub6.asm1 ; subroutine _calc_sum2 ; finds the sum of the integers 1 through n3 ; Parameters:4 ; n - what to sum up to (at [ebp + 8])5 ; Return value:6 ; value of sum7 ; pseudo C code:8 ; int calc_sum( int n )9 ; {
 10 ; int i, sum = 0;11 ; for( i=1; i <= n; i++ )12 ; sum += i;13 ; return sum;14 ; }15 segment .text16 global _calc_sum17 ;18 ; local variable:19 ; sum at [ebp-4]20 _calc_sum:21 enter 4,0 ; make room for sum on stack22
 23 mov dword [ebp-4],0 ; sum = 024 mov ecx, 1 ; ecx is i in pseudocode
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 1 segment .data2 format db "%d", 03
 4 segment .text5 ...6 lea eax, [ebp-16]7 push eax8 push dword format9 call _scanf
 10 add esp, 811 ...
 Figure 4.14: Calling scanf from assembly
 25 for_loop:26 cmp ecx, [ebp+8] ; cmp i and n27 jnle end_for ; if not i <= n, quit28
 29 add [ebp-4], ecx ; sum += i30 inc ecx31 jmp short for_loop32
 33 end_for:34 mov eax, [ebp-4] ; eax = sum35
 36 leave37 ret sub6.asm
 4.7.8 Calling C functions from assembly
 One great advantage of interfacing C and assembly is that allows as-sembly code to access the large C library and user written functions. Forexample, what if one wanted to call the scanf function to read in an integerfrom the keyboard. Figure 4.14 shows code to do this. One very importantpoint to remember is that scanf follows the C calling standard to the letter.This means that it preserves the values of the EBX, ESI and EDI registers;however, the EAX, ECX and EDX registers may be modified! In fact, EAXwill definitely be changed, as it will contain the return value of the scanfcall. For other examples of using interfacing with C, look at the code inasm io.asm which was used to create asm io.obj.
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 4.8 Reentrant and Recursive Subprograms
 A reentrant subprogram must satisfy the following properties:
 • It must not modify any code instructions. In a high level languagethis would be difficult, but in assembly it is not hard for a program totry to modify its own code. For example:
 mov word [cs:$+7], 5 ; copy 5 into the word 7 bytes aheadadd ax, 2 ; previous statement changes 2 to 5!
 This code would work in real mode, but in protected mode operatingsystems the code segment is marked as read only. When the first lineabove executes the program will be aborted on these systems. Thistype of programming is bad for many reasons. It is confusing, hard tomaintain and does not allow code sharing (see below).
 • It must not modify global data (such as data in the data and the bsssegments). All variables are stored on the stack.
 There are several advantages to writing reentrant code.
 • A reentrant subprogram can be called recursively.
 • A reentrant program can be shared by multiple processes. On manymulti-tasking operating systems, if there are multiple instances of aprogram running, only one copy of the code is in memory. Sharedlibraries and DLL’s (Dynamic Link Libraries) use this idea as well.
 • Reentrant subprograms work much better in multi-threaded 5 pro-grams. Windows 9x/NT and most UNIX-like operating systems (So-laris, Linux, etc.) support multi-threaded programs.
 4.8.1 Recursive subprograms
 These types of subprograms call themselves. The recursion can be eitherdirect or indirect. Direct recursion occurs when a subprogram, say foo, callsitself inside foo’s body. Indirect recursion occurs when a subprogram is notcalled by itself directly, but by another subprogram it calls. For example,subprogram foo could call bar and bar could call foo.
 Recursive subprograms must have a termination condition. When thiscondition is true, no more recursive calls are made. If a recursive routinedoes not have a termination condition or the condition never becomes true,the recursion will never end (much like an infinite loop).
 5A multi-threaded program has multiple threads of execution. That is, the programitself is multi-tasked.
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 1 ; finds n!2 segment .text3 global _fact4 _fact:5 enter 0,06
 7 mov eax, [ebp+8] ; eax = n8 cmp eax, 19 jbe term_cond ; if n <= 1, terminate
 10 dec eax11 push eax12 call _fact ; call fact(n-1) recursively13 pop ecx ; answer in eax14 mul dword [ebp+8] ; edx:eax = eax * [ebp+8]15 jmp short end_fact16 term_cond:17 mov eax, 118 end_fact:19 leave20 ret
 Figure 4.15: Recursive factorial function
 .
 n=3 frame
 n=2 frame
 n=1 frame
 n(3)Return address
 Saved EBP
 n(2)
 Return address
 Saved EBP
 n(1)Return address
 Saved EBP
 Figure 4.16: Stack frames for factorial function
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 1 void f ( int x )2 {3 int i ;4 for ( i=0; i < x; i++ ) {5 printf (”%d\n”, i);6 f( i );7 }8 }
 Figure 4.17: Another example (C version)
 Figure 4.15 shows a function that calculates factorials recursively. Itcould be called from C with:x = fact (3); /∗ find 3! ∗/Figure 4.16 shows what the stack looks like at its deepest point for the abovefunction call.
 Figures 4.17 and 4.18 show another more complicated recursive examplein C and assembly, respectively. What is the output is for f(3)? Notethat the ENTER instruction creates a new i on the stack for each recursivecall. Thus, each recursive instance of f has its own independent variable i.Defining i as a double word in the data segment would not work the same.
 4.8.2 Review of C variable storage types
 C provides several types of variable storage.
 global These variables are defined outside of any function and are storedat fixed memory locations (in the data or bss segments) and existfrom the beginning of the program until the end. By default, they canbe accessed from any function in the program; however, if they aredeclared as static, only the functions in the same module can accessthem (i.e., in assembly terms, the label is internal, not external).
 static These are local variables of a function that are declared static.(Unfortunately, C uses the keyword static for two different purposes!)These variables are also stored at fixed memory locations (in data orbss), but can only be directly accessed in the functions they are definedin.
 automatic This is the default type for a C variable defined inside a func-tion. This variables are allocated on the stack when the function theyare defined in is invoked and are deallocated when the function returns.Thus, they do not have fixed memory locations.
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 1 %define i ebp-42 %define x ebp+8 ; useful macros3 segment .data4 format db "%d", 10, 0 ; 10 = ’\n’5 segment .text6 global _f7 extern _printf8 _f:9 enter 4,0 ; allocate room on stack for i
 10
 11 mov dword [i], 0 ; i = 012 lp:13 mov eax, [i] ; is i < x?14 cmp eax, [x]15 jnl quit16
 17 push eax ; call printf18 push format19 call _printf20 add esp, 821
 22 push dword [i] ; call f23 call _f24 pop eax25
 26 inc dword [i] ; i++27 jmp short lp28 quit:29 leave30 ret
 Figure 4.18: Another example (assembly version)
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 register This keyword asks the compiler to use a register for the data inthis variable. This is just a request. The compiler does not have tohonor it. If the address of the variable is used anywhere in the programit will not be honored (since registers do not have addresses). Also,only simple integral types can be register values. Structured typescan not be; they would not fit in a register! C compilers will oftenautomatically make normal automatic variables into register variableswithout any hint from the programmer.
 volatile This keyword tells the compiler that the value of the variable maychange any moment. This means that the compiler can not make anyassumptions about when the variable is modified. Often a compilermight store the value of a variable in a register temporarily and usethe register in place of the variable in a section of code. It can notdo these types of optimizations with volatile variables. A commonexample of a volatile variable would be one could be altered by twothreads of a multi-threaded program. Consider the following code:
 1 x = 10;2 y = 20;3 z = x;
 If x could be altered by another thread, it is possible that the otherthread changes x between lines 1 and 3 so that z would not be 10.However, if the x was not declared volatile, the compiler might assumethat x is unchanged and set z to 10.
 Another use of volatile is to keep the compiler from using a registerfor a variable.
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Chapter 5
 Arrays
 5.1 Introduction
 An array is a contiguous block of list of data in memory. Each elementof the list must be the same type and use exactly the same number of bytesof memory for storage. Because of these properties, arrays allow efficientaccess of the data by its position (or index) in the array. The address of anyelement can be computed by knowing three facts:
 • The address of the first element of the array.
 • The number of bytes in each element
 • The index of the element
 It is convenient to consider the index of the first element of the array tobe zero (just as in C). It is possible to use other values for the first index,but it complicates the computations.
 5.1.1 Defining arrays
 Defining arrays in the data and bss segments
 To define an initialized array in the data segment, use the normal db,dw, etc. directives. NASM also provides a useful directive named TIMES thatcan be used to repeat a statement many times without having to duplicatethe statements by hand. Figure 5.1 shows several examples of these.
 To define an uninitialized array in the bss segment, use the resb, resw,etc. directives. Remember that these directives have an operand that spec-ifies how many units of memory to reserve. Figure 5.1 also shows examplesof these types of definitions.
 89
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 1 segment .data2 ; define array of 10 double words initialized to 1,2,..,103 a1 dd 1, 2, 3, 4, 5, 6, 7, 8, 9, 104 ; define array of 10 words initialized to 05 a2 dw 0, 0, 0, 0, 0, 0, 0, 0, 0, 06 ; same as before using TIMES7 a3 times 10 dw 08 ; define array of bytes with 200 0’s and then a 100 1’s9 a4 times 200 db 0
 10 times 100 db 111
 12 segment .bss13 ; define an array of 10 uninitialized double words14 a5 resd 1015 ; define an array of 100 uninitialized words16 a6 resw 100
 Figure 5.1: Defining arrays
 Defining arrays as local variables on the stack
 There is no direct way to define a local array variable on the stack.As before, one computes the total bytes required by all local variables,including arrays, and subtracts this from ESP (either directly or using theENTER instruction). For example, if a function needed a character variable,two double word integers and a 50 element word array, one would need1 + 2× 4 + 50× 2 = 109 bytes. However, the number subtracted from ESPshould be a multiple of four (112 in this case) to keep ESP on a double wordboundary. One could arrange the variables inside this 109 bytes in severalways. Figure 5.2 shows two possible ways. The unused part of the firstordering is there to keep the double words on double word boundaries tospeed up memory accesses.
 5.1.2 Accessing elements of arrays
 There is no [ ] operator in assembly language as in C. To access anelement of an array, its address must be computed. Consider the followingtwo array definitions:
 array1 db 5, 4, 3, 2, 1 ; array of bytesarray2 dw 5, 4, 3, 2, 1 ; array of words
 Here are some examples using this arrays:
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 EBP - 1 charunused
 EBP - 8 dword 1EBP - 12 dword 2 word
 array
 wordarray EBP - 100
 EBP - 104 dword 1EBP - 108 dword 2EBP - 109 char
 EBP - 112 unused
 Figure 5.2: Arrangments of the stack
 1 mov al, [array1] ; al = array1[0]2 mov al, [array1 + 1] ; al = array1[1]3 mov [array1 + 3], al ; array1[3] = al4 mov ax, [array2] ; ax = array2[0]5 mov ax, [array2 + 2] ; ax = array2[1] (NOT array2[2]!)6 mov [array2 + 6], ax ; array2[3] = ax7 mov ax, [array2 + 1] ; ax = ??
 In line 5, element 1 of the word array is referenced, not element 2. Why?Words are two byte units, so to move to the next element of a word array,one must move two bytes ahead, not one. Line 7 will read one byte from thefirst element and one form the second. In C, the compiler looks at the typeof a pointer in determining how many bytes to move in an expression thatuses pointer arithmetic so that the programmer does not have to. However,in assembly, it is up to the programmer to take the size of array elements inaccount when moving from element to element.
 Figure 5.3 shows a code snippet that adds all the elements of array1in the previous example code. In line 7, AX is added to DX. Why notAL? First, the two operands of the ADD instruction must be the same size.Secondly, it would be easy to add up bytes and get a sum that was to bigto fit into a byte. By using DX, sums up to 65,535 are allowed. However, itis important to realize that AH is being added also. This is why AH is setto zero1 in line 3.
 Figures 5.4 and 5.5 show two alternative ways to calculate the sum. Thelines in italics replace lines 6 and 7 of Figure 5.3.
 1Setting AH to zero is implicitly assuming that AL is an unsigned number. If it issigned, the appropriate action would be to insert a CBW instruction between lines 6 and 7
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 1 mov ebx, array1 ; ebx = address of array12 mov dx, 0 ; dx will hold sum3 mov ah, 0 ; ?4 mov ecx, 55 lp:6 mov al, [ebx] ; al = *ebx7 add dx, ax ; dx += ax (not al!)8 inc ebx ; bx++9 loop lp
 Figure 5.3: Summing elements of an array (Version 1)
 1 mov ebx, array1 ; ebx = address of array12 mov dx, 0 ; dx will hold sum3 mov ecx, 54 lp:5 add dl, [ebx] ; dl += *ebx
 6 jnc next ; if no carry goto next
 7 inc dh ; inc dh
 8 next:
 9 inc ebx ; bx++10 loop lp
 Figure 5.4: Summing elements of an array (Version 2)
 5.1.3 More advanced indirect addressing
 Not surprisingly, indirect addressing is often used with arrays. The mostgeneral form of an indirect memory reference is:
 [ base reg + factor *index reg + constant ]
 where:
 base reg is one of the registers EAX, EBX, ECX, EDX, EBP, ESP, ESI orEDI.
 factor is either 1, 2, 4 or 8. (If 1, factor is omitted.)
 index reg is one of the registers EAX, EBX, ECX, EDX, EBP, ESI, EDI.(Note that ESP is not in list.)
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 1 mov ebx, array1 ; ebx = address of array12 mov dx, 0 ; dx will hold sum3 mov ecx, 54 lp:5 add dl, [ebx] ; dl += *ebx
 6 adc dh, 0 ; dh += carry flag + 0
 7 inc ebx ; bx++8 loop lp
 Figure 5.5: Summing elements of an array (Version 3)
 constant is a 32-bit constant. The constant can be a label (or a labelexpression).
 5.1.4 Example
 Here is an example that uses an array and passes it to a function. Ituses the array1c.c program (listed below) as a driver, not the driver.cprogram.
 array1.asm1 %define ARRAY_SIZE 1002 %define NEW_LINE 103
 4 segment .data5 FirstMsg db "First 10 elements of array", 06 Prompt db "Enter index of element to display: ", 07 SecondMsg db "Element %d is %d", NEW_LINE, 08 ThirdMsg db "Elements 20 through 29 of array", 09 InputFormat db "%d", 0
 10
 11 segment .bss12 array resd ARRAY_SIZE13
 14 segment .text15 extern _puts, _printf, _scanf, _dump_line16 global _asm_main17 _asm_main:18 enter 4,0 ; local dword variable at EBP - 419 push ebx20 push esi21
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 22 ; initialize array to 100, 99, 98, 97, ...23
 24 mov ecx, ARRAY_SIZE25 mov ebx, array26 init_loop:27 mov [ebx], ecx28 add ebx, 429 loop init_loop30
 31 push dword FirstMsg ; print out FirstMsg32 call _puts33 pop ecx34
 35 push dword 1036 push dword array37 call _print_array ; print first 10 elements of array38 add esp, 839
 40 ; prompt user for element index41 Prompt_loop:42 push dword Prompt43 call _printf44 pop ecx45
 46 lea eax, [ebp-4] ; eax = address of local dword47 push eax48 push dword InputFormat49 call _scanf50 add esp, 851 cmp eax, 1 ; eax = return value of scanf52 je InputOK53
 54 call _dump_line ; dump rest of line and start over55 jmp Prompt_loop ; if input invalid56
 57 InputOK:58 mov esi, [ebp-4]59 push dword [array + 4*esi]60 push esi61 push dword SecondMsg ; print out value of element62 call _printf63 add esp, 12
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 64
 65 push dword ThirdMsg ; print out elements 20-2966 call _puts67 pop ecx68
 69 push dword 1070 push dword array + 20*4 ; address of array[20]71 call _print_array72 add esp, 873
 74 pop esi75 pop ebx76 mov eax, 0 ; return back to C77 leave78 ret79
 80 ;81 ; routine _print_array82 ; C-callable routine that prints out elements of a double word array as83 ; signed integers.84 ; C prototype:85 ; void print_array( const int * a, int n);86 ; Parameters:87 ; a - pointer to array to print out (at ebp+8 on stack)88 ; n - number of integers to print out (at ebp+12 on stack)89
 90 segment .data91 OutputFormat db "%-5d %5d", NEW_LINE, 092
 93 segment .text94 global _print_array95 _print_array:96 enter 0,097 push esi98 push ebx99
 100 xor esi, esi ; esi = 0101 mov ecx, [ebp+12] ; ecx = n102 mov ebx, [ebp+8] ; ebx = address of array103 print_loop:104 push ecx ; printf might change ecx!105
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 106 push dword [ebx + 4*esi] ; push array[esi]107 push esi108 push dword OutputFormat109 call _printf110 add esp, 12 ; remove parameters (leave ecx!)111
 112 inc esi113 pop ecx114 loop print_loop115
 116 pop ebx117 pop esi118 leave119 ret array1.asm
 array1c.c
 1 #include <stdio.h>2
 3 int asm main( void );4 void dump line( void );5
 6 int main()7 {8 int ret status ;9 ret status = asm main();
 10 return ret status ;11 }12
 13 /∗14 ∗ function dump line15 ∗ dumps all chars left in current line from input buffer16 ∗/17 void dump line()18 {19 int ch;20
 21 while( (ch = getchar()) != EOF && ch != ’\n’)22 /∗ null body∗/ ;23 }
 array1c.c
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 LODSB AL = [DS:ESI]ESI = ESI ± 1
 STOSB [ES:EDI] = ALEDI = EDI ± 1
 LODSW AX = [DS:ESI]ESI = ESI ± 2
 STOSW [ES:EDI] = AXEDI = EDI ± 2
 LODSD EAX = [DS:ESI]ESI = ESI ± 4
 STOSD [ES:EDI] = EAXEDI = EDI ± 4
 Figure 5.6: Reading and writing string instructions
 5.2 Array/String Instructions
 The 80x86 family of processors provide several instructions that are de-signed to work with arrays. These instructions are called string instructions.They use the index registers (ESI and EDI) to perform an operation andthen to automatically increment or decrement one or both of the index reg-isters. The direction flag in the FLAGS register determines where the indexregisters are incremented or decremented. There are two instructions thatmodify the direction flag:
 CLD clears the direction flag. In this state, the index registers are incre-mented.
 STD sets the direction flag. In this state, the index registers are decre-mented.
 A very common mistake in 80x86 programming is to forget to explicitly putthe direction flag in the correct state. This often leads to code that worksmost of the time (when the direction flag happens to be in the desired state),but does not work all the time.
 5.2.1 Reading and writing memory
 The simplest string instructions either read or write memory or both.They may read or write a byte, word or double word at a time. Figure 5.6shows these instructions with a short psuedo-code description of what theydo. There are several points to notice here. First, ESI is used for reading andEDI for writing. It is easy to remember this if one remembers that SI standsfor Source Index and DI stands for Destination Index. Next, notice that theregister that holds the data is fixed (either AL, AX or EAX). Finally, notethat the storing instructions use ES to detemine the segment to write to,not DS. In protected mode programming this is not usually a problem, sincethere is only one data segment and ES should be automatically initializedto reference it (just as DS is). However, in real mode programming, it isvery important for the programmer to initialize ES to the correct segment
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 1 segment .data2 array1 dd 1, 2, 3, 4, 5, 6, 7, 8, 9, 103
 4 segment .bss5 array2 resd 106
 7 segment .text8 cld ; don’t forget this!9 mov esi, array1
 10 mov edi, array211 mov ecx, 1012 lp:13 lodsd14 stosd15 loop lp
 Figure 5.7: Load and store example
 selector value2. Figure 5.7 shows an example use of these instructions thatcopies an array into another.
 The combination of a LODSx and STOSx instruction (as in lines 13 and 14of Figure 5.7) is very common. In fact, this combination can be performedby a single MOVSx string instruction. Figure 5.8 describes the operations thatthese instructions perform. Lines 13 and 14 of Figure 5.7 could be replacedwith a single MOVSD instruction with the same effect. The only differencewould be that the EAX register would not be used at all in the loop.
 5.2.2 The REP instruction prefix
 The 80x86 family provides a special instruction prefix3 called REP thatcan be used with the above string instructions. This prefix tells the CPUto repeat the next string instruction a specified number of times. The ECXregister is used to count the iterations (just as for the LOOP instruction).Using the REP prefix, the loop in Figure 5.7 (lines 12 to 15) could be replacedwith a single line:
 2Another complication is that one can not copy the value of the DS register into the ESregister directly using a single MOV instruction. Instead, the value of DS must be copied toa general purpose register (like AX) and then copied from that register to ES using twoMOV instructions.
 3A instruction prefix is not an instruction, it is a special byte that is placed before astring instruction that modifies the instructions behavior. Other prefixes are also used tooverride segment defaults of memory accesses
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 MOVSB byte [ES:EDI] = byte [DS:ESI]ESI = ESI ± 1EDI = EDI ± 1
 MOVSW word [ES:EDI] = word [DS:ESI]ESI = ESI ± 2EDI = EDI ± 2
 MOVSD dword [ES:EDI] = dword [DS:ESI]ESI = ESI ± 4EDI = EDI ± 4
 Figure 5.8: Memory move string instructions
 1 segment .bss2 array resd 103
 4 segment .text5 cld ; don’t forget this!6 mov edi, array7 mov ecx, 108 xor eax, eax9 rep stosd
 Figure 5.9: Zero array example
 rep movsd
 Figure 5.9 shows another example that zeroes out the contents of an array.
 5.2.3 Comparison string instructions
 Figure 5.10 shows several new string instructions that can be used tocompare memory with other memory or a register. They are useful forcomparing or searching arrays. They set the FLAGS register just like theCMP instruction. The CMPSx instructions compare corresponding memorylocations and the SCASx scan memory locations for a specific value.
 Figure 5.11 shows a short code snippet that searches for the number 12in a double word array. The SCASD instruction on line 10 always adds 4 toEDI, even if the value searched for is found. Thus, if one wishes to find theaddress of the 12 found in the array, it is necessary to subtract 4 from EDI(as line 16 does).
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 CMPSB compares byte [DS:ESI] and byte [ES:EDI]ESI = ESI ± 1EDI = EDI ± 1
 CMPSW compares word [DS:ESI] and word [ES:EDI]ESI = ESI ± 2EDI = EDI ± 2
 CMPSD compares dword [DS:ESI] and dword [ES:EDI]ESI = ESI ± 4EDI = EDI ± 4
 SCASB compares AL and [ES:EDI]EDI ± 1
 SCASW compares AX and [ES:EDI]EDI ± 2
 SCASD compares EAX and [ES:EDI]EDI ± 4
 Figure 5.10: Comparison string instructions
 5.2.4 The REPx instruction prefixes
 There are several other REP-like instruction prefixes that can be usedwith the comparison string instructions. Figure 5.12 shows the two newprefixes and describes their operation. REPE and REPZ are just synonymsfor the same prefix (as are REPNE and REPNZ). If the repeated comparisonstring instruction stops because of the result of the comparison, the indexregister or registers are still incremented and ECX decremented; however,the FLAGS register still holds the state that terminated the repetition.Thus, it is possible to use the Z flag to determine if the repeated comparisonsWhy can one not just look
 to see if ECX is zero afterthe repeated comparison?
 stopped because of a comparison or ECX becoming zero.Figure 5.13 shows an example code snippet that determines if two blocks
 of memory are equal. The JE on line 7 of the example checks to see the resultof the previous instruction. If the repeated comparison stopped because itfound two unequal bytes, the Z flag will still be cleared and no branch ismade; however, if the comparisons stopped because ECX became zero, theZ flag will still be set and the code branches to the equal label.
 5.2.5 Example
 This section contains an assembly source file with several functions thatimplement array operations using string instructions. Many of the functionsduplicate familiar C library functions.
 memory.asm
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 1 segment .bss2 array resd 1003
 4 segment .text5 cld6 mov edi, array ; pointer to start of array7 mov ecx, 100 ; number of elements8 mov eax, 12 ; number to scan for9 lp:
 10 scasd11 je found12 loop lp13 ; code to perform if not found14 jmp onward15 found:16 sub edi, 4 ; edi now points to 12 in array17 ; code to perform if found18 onward:
 Figure 5.11: Search example
 REPE, REPZ repeats instruction while Z flag is set or at most ECX timesREPNE, REPNZ repeats instruction while Z flag is cleared or at most ECX
 times
 Figure 5.12: REPx instruction prefixes
 1 global _asm_copy, _asm_find, _asm_strlen, _asm_strcpy2
 3 segment .text4 ; function _asm_copy5 ; copies blocks of memory6 ; C prototype7 ; void asm_copy( void * dest, const void * src, unsigned sz);8 ; parameters:9 ; dest - pointer to buffer to copy to
 10 ; src - pointer to buffer to copy from11 ; sz - number of bytes to copy12
 13 ; next, some helpful symbols are defined14
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 1 segment .text2 cld3 mov esi, block1 ; address of first block4 mov edi, block2 ; address of second block5 mov ecx, size ; size of blocks in bytes6 repe cmpsb ; repeat while Z flag is set7 je equal ; if Z set, blocks equal8 ; code to perform if blocks are not equal9 jmp onward
 10 equal:11 ; code to perform if equal12 onward:
 Figure 5.13: Comparing memory blocks
 15 %define dest [ebp+8]16 %define src [ebp+12]17 %define sz [ebp+16]18 _asm_copy:19 enter 0, 020 push esi21 push edi22
 23 mov esi, src ; esi = address of buffer to copy from24 mov edi, des ; edi = address of buffer to copy to25 mov ecx, sz ; ecx = number of bytes to copy26
 27 cld ; clear direction flag28 rep movsb ; execute movsb ECX times29
 30 pop edi31 pop esi32 leave33 ret34
 35
 36 ; function _asm_find37 ; searches memory for a given byte38 ; void * asm_find( const void * src, char target, unsigned sz);39 ; parameters:
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 40 ; src - pointer to buffer to search41 ; target - byte value to search for42 ; sz - number of bytes in buffer43 ; return value:44 ; if target is found, pointer to first occurrence of target in buffer45 ; is returned46 ; else47 ; NULL is returned48 ; NOTE: target is a byte value, but is pushed on stack as a dword value.49 ; The byte value is stored in the lower 8-bits.50 ;51 %define src [ebp+8]52 %define target [ebp+12]53 %define sz [ebp+16]54
 55 _asm_find:56 enter 0,057 push edi58
 59 mov eax, target ; al has value to search for60 mov edi, src61 mov ecx, sz62 cld63
 64 repne scasb ; scan until ECX == 0 or [ES:EDI] == AL65
 66 je found_it ; if zero flag set, then found value67 mov eax, 0 ; if not found, return NULL pointer68 jmp short quit69 found_it:70 mov eax, edi71 dec eax ; if found return (DI - 1)72 quit:73 pop edi74 leave75 ret76
 77
 78 ; function _asm_strlen79 ; returns the size of a string80 ; unsigned asm_strlen( const char * );81 ; parameter:
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 82 ; src - pointer to string83 ; return value:84 ; number of chars in string (not counting, ending 0) (in EAX)85
 86 %define src [ebp + 8]87 _asm_strlen:88 enter 0,089 push edi90
 91 mov edi, src ; edi = pointer to string92 mov ecx, 0FFFFFFFFh ; use largest possible ECX93 xor al,al ; al = 094 cld95
 96 repnz scasb ; scan for terminating 097
 98 ;99 ; repnz will go one step too far, so length is FFFFFFFE - ECX,
 100 ; not FFFFFFFF - ECX101 ;102 mov eax,0FFFFFFFEh103 sub eax, ecx ; length = 0FFFFFFFEh - ecx104
 105 pop edi106 leave107 ret108
 109 ; function _asm_strcpy110 ; copies a string111 ; void asm_strcpy( char * dest, const char * src);112 ; parameters:113 ; dest - pointer to string to copy to114 ; src - pointer to string to copy from115 ;116 %define dest [ebp + 8]117 %define src [ebp + 12]118 _asm_strcpy:119 enter 0,0120 push esi121 push edi122
 123 mov edi, dest
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 124 mov esi, src125 cld126 cpy_loop:127 lodsb ; load AL & inc si128 stosb ; store AL & inc di129 or al, al ; set condition flags130 jnz cpy_loop ; if not past terminating 0, continue131
 132 pop edi133 pop esi134 leave135 ret memory.asm
 memex.c
 1 #include <stdio.h>2
 3 #define STR SIZE 304 /∗ prototypes ∗/5
 6 void asm copy( void ∗, const void ∗, unsigned ) attribute ((cdecl ));7 void ∗ asm find( const void ∗,8 char target , unsigned ) attribute ((cdecl ));9 unsigned asm strlen( const char ∗ ) attribute ((cdecl ));
 10 void asm strcpy( char ∗, const char ∗ ) attribute ((cdecl ));11
 12 int main()13 {14 char st1 [STR SIZE] = ”test string”;15 char st2 [STR SIZE];16 char ∗ st ;17 char ch;18
 19 asm copy(st2, st1 , STR SIZE); /∗ copy all 30 chars of string ∗/20 printf (”%s\n”, st2);21
 22 printf (”Enter a char : ” ); /∗ look for byte in string ∗/23 scanf(”%c%∗[ˆ\n]”, &ch);24 st = asm find(st2 , ch , STR SIZE);25 if ( st )26 printf (”Found it: %s\n”, st );27 else28 printf (”Not found\n”);
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 29
 30 st1 [0] = 0;31 printf (”Enter string :” );32 scanf(”%s”, st1);33 printf (”len = %u\n”, asm strlen(st1));34
 35 asm strcpy( st2 , st1 ); /∗ copy meaningful data in string ∗/36 printf (”%s\n”, st2 );37
 38 return 0;39 }
 memex.c
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Chapter 6
 Floating Point
 6.1 Floating Point Representation
 6.1.1 Non-integral binary numbers
 When number systems were discussed in the first chapter, only integervalues were discussed. Obviously, it must be possible to represent non-integral numbers in other bases as well as decimal. In decimal, digits to theright of the decimal point have associated negative powers of ten:
 0.123 = 1× 10−1 + 2× 10−2 + 3× 10−3
 Not surprisingly, binary numbers work similarly:
 0.1012 = 1× 2−1 + 0× 2−2 + 1× 2−3 = 0.625
 This idea can be combined with the integer methods of Chapter 1 to converta general number:
 110.0112 = 4 + 2 + 0.25 + 0.125 = 6.375
 Converting from decimal to binary is not very difficult either. In general,divide the decimal number into two parts: integer and fraction. Convert theinteger part to binary using the methods from Chapter 1. The fractionalpart is converted using the method described below.
 Consider a binary fraction with the bits labeled a, b, c, . . . The numberin binary then looks like:
 0.abcdef . . .
 Multiply the number by two. The binary representation of the new numberwill be:
 a.bcdef . . .
 107
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 0.5625× 2 = 1.1250.125× 2 = 0.250.25× 2 = 0.50.5× 2 = 1.0
 first bit = 1second bit = 0
 third bit = 0fourth bit = 1
 Figure 6.1: Converting 0.5625 to binary
 0.85× 2 = 1.70.7× 2 = 1.40.4× 2 = 0.80.8× 2 = 1.60.6× 2 = 1.20.2× 2 = 0.40.4× 2 = 0.80.8× 2 = 1.6
 Figure 6.2: Converting 0.85 to binary
 Note that the first bit is now in the one’s place. Replace the a with 0 to get:
 0.bcdef . . .
 and multiply by two again to get:
 b.cdef . . .
 Now the second bit (b) is in the one’s position. This procedure can berepeated until as many bits are needed are found. Figure 6.1 shows a realexample that converts 0.5625 to binary. The method stops when a fractionalpart of zero is reached.
 As another example, consider converting 23.85 to binary. It is easy toconvert the integral part (23 = 101112), but what about the fractional part(0.85)? Figure 6.2 shows the beginning of this calculation. If one looks at
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6.1. FLOATING POINT REPRESENTATION 109
 the numbers carefully, an infinite loop is found! This means that 0.85 is arepeating binary (as opposed to a repeating decimal in base 10)1 There is apattern to the numbers in the calculation. Looking at the pattern, one cansee that 0.85 = 0.1101102. Thus, 23.85 = 10111.1101102.
 One important consequence of the above calculation is that 23.85 cannot be represented exactly in binary using a finite number of bits. (Justas 1
 3 can not be represented in decimal with a finite number of digits.) Asthis chapter shows, float and double variables in C are stored in binary.Thus, values like 23.85 can not be stored exactly into these variables. Onlyan approximation of 23.85 can be stored.
 To simplify the hardware, floating point numbers are stored in a con-sistent format. This format uses scientific notation (but in binary, usingpowers of two, not ten). For example, 23.85 or 1011.11011001100110 . . .2would be stored as:
 1.01111011001100110 . . .× 2100
 (where the exponent (100) is in binary). A normalized floating point numberhas the form:
 1.ssssssssssssssss× 2eeeeeee
 where 1.sssssssssssss is the significand and eeeeeeee is the exponent.
 6.1.2 IEEE floating point representation
 The IEEE (Institute of Electrical and Electronic Engineers) is an inter-national organization that has designed specific binary formats for storingfloating point numbers. This format is used on most (but not all!) com-puters made today. Often it is supported by the hardware of the computeritself. For example, Intel’s numeric (or math) coprocessors (which are builtinto all its CPU’s since the Pentium) use it. The IEEE defines two differentformats with different precisions: single and double precision. Single preci-sion is used by float variables in C and double precision is used by doublevariables.
 Intel’s math coprocessor also uses a third, higher precision called ex-tended precision. In fact, all data in the coprocessor itself is in this precision.When it is stored in memory from the coprocessor it is converted to eithersingle or double precision automatically.2 Extended precision uses a slightlydifferent general format than the IEEE float and double formats and so willnot be discussed here.
 1It should not be so surprising that a number might repeat in one base, but not another.Think about 1
 3, it repeats in decimal, but in ternary (base 3) it would be 0.13.
 2 Some compilers (such as Borland’s) long double type uses this extended precision.However, other compilers use double precision for both double and long double. (Thisis allowed by ANSI C.)

Page 118
                        

110 CHAPTER 6. FLOATING POINT
 31 30 23 22 0s e f
 s sign bit - 0 = positive, 1 = negativee biased exponent (8-bits) = true exponent + 7F (127 decimal). The
 values 00 and FF have special meaning (see text).f fraction - the first 23-bits after the 1. in the significand.
 Figure 6.3: IEEE single precision
 IEEE single precision
 Single precision floating point uses 32 bits to encode the number. Itis usually accurate to 7 significant decimal digits. Floating point numbersare stored in a much more complicated format than integers. Figure 6.3shows the basic format of a IEEE single precision number. There are sev-eral quirks to the format. Floating point numbers do not use the two’scomplement representation for negative numbers. They use a signed mag-nitude representation. Bit 31 determines the sign of the number as shown.
 The binary exponent is not stored directly. Instead, the sum of theexponent and 7F is stored is stored from bit 23 to 30. This biased exponentis always non-negative.
 The fraction part assumes a normalized significand (in the form 1.sssssssss).Since the first bit is always an one, the leading one is not stored! This al-lows the storage of an additional bit at the end and so increases the precisionslightly. This idea is know as the hidden one representation.
 How would 23.85 be stored? First, it is positive so the sign bit is 0. NextOne should always keep inmind that the bytes 41 BECC CD can be interpreteddifferent ways dependingon what a program doeswith them! As as singleprecision floating pointnumber, they represent23.850000381, but as adouble word integer, theyrepresent 1,103,023,309!The CPU does not knowwhich is the correctinterpretation!
 the true exponent is 4, so the biased exponent is 7F + 4 = 8316. Finally, thefraction is 01111101100110011001100 (remember the leading one is hidden).Putting this all together (to help clarify the different sections of the floatingpoint format, the sign bit and the faction have been underlined and the bitshave been grouped into 4-bit nibbles):
 0 100 0001 1 011 1110 1100 1100 1100 11002 = 41BECCCC16
 This is not exactly 23.85 (since it is a repeating binary). If one convertsthe above back to decimal, one finds that it is approximately 23.849998474.This number is very close to 23.85, but it is not exact. Actually, in C, 23.85would not be represented exactly as above. Since the left-most bit that wastruncated from the exact representation is 1, the last bit is rounded up to 1.So 23.85 would be represented as 41 BE CC CD in hex using single precision.Converting this to decimal results in 23.850000381 which is a slightly betterapproximation of 23.85.
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 e = 0 and f = 0 denotes the number zero (which can not be nor-malized) Note that there is a +0 and -0.
 e = 0 and f 6= 0 denotes a denormalized number. These are dis-cussed in the next section.
 e = FF and f = 0 denotes infinity (∞). There are both positiveand negative infinities.
 e = FF and f 6= 0 denotes an undefined result, known as NaN(Not a Number).
 Table 6.1: Special values of f and e
 63 62 52 51 0s e f
 Figure 6.4: IEEE double precision
 How would -23.85 be represented? Just change the sign bit: C1 BE CCCD. Do not take the two’s complement!
 Certain combinations of e and f have special meanings for IEEE floats.Table 6.1 describes these special values. An infinity is produced by anoverflow or by division by zero. An undefined result is produced by aninvalid operation such as trying to find the square root of a negative number,adding two infinities, etc.
 Normalized single precision numbers can range in magnitude from 1.0×2−126 (≈ 1.1755× 10−35) to 1.11111 . . .× 2127 (≈ 3.4028× 1035).
 Denormalized numbers
 Denormalized numbers can be used to represent numbers with magni-tudes too small to normalize (i.e., below 1.0×2−126). For example, considerthe number 1.0012×2−129 (≈ 1.6530×10−39). In the given normalized form,the exponent is too small. However, it can be represented in the unnormal-ized form: 0.010012 × 2−127. To store this number, the biased exponent isset to 0 (see Table 6.1) and the fraction is the complete significant of thenumber written as a product with 2−127 (i.e., all bits are stored includingthe one to the left of the decimal point). The representation of 1.001×2−129
 is then:0 000 0000 0 001 0010 0000 0000 0000 0000
 IEEE double precision
 IEEE double precision uses 64 bits to represent numbers and is usuallyaccurate to about 15 significant decimal digits. As Figure 6.4 shows, the
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 basic format is very similar to single precision. More bits are used for thebiased exponent (11) and the fraction (52) than for single precision.
 The larger range for the biased exponent has two consequences. The firstis that it is calculated as the sum of the true exponent and 3FF (1023) (not7F as for single precision). Secondly, a large range of true exponents (andthus a larger range of magnitudes) is allowed. Double precision magnitudescan range from approximately 10−308 to 10308.
 It is the larger field of the fraction that is responsible for the increase inthe number of significant digits for double values.
 As an example, consider 23.85 again. The biased exponent will be 4 +3FF = 403 in hex. Thus, the double representation would be:
 0 100 0000 0011 0111 1101 1001 1001 1001 1001 1001 1001 1001 1001 1001 1001 1010
 or 40 37 D9 99 99 99 99 9A in hex. If one converts this back to decimal,one finds 23.8500000000000014 (there are 12 zeros!) which is a much betterapproximation of 23.85.
 The double precision has the same special values as single precision3.Denormalized numbers are also very similar. The only main difference isthat double denormalized numbers use 2−1023 instead of 2−127.
 6.2 Floating Point Arithmetic
 Floating point arithmetic on a computer is different than in continuousmathematics. In mathematics, all numbers can be considered exact. Asshown in the previous section, on a computer many numbers can not berepresented exactly with a finite number of bits. All calculations are per-formed with limited precision. In the examples of this section, numbers witha 8-bit significands will be used for simplicity.
 6.2.1 Addition
 To add two floating point numbers, the exponents must be equal. Ifthey are not already equal, then they must be made equal by shifting thesignificand of the number with the smaller exponent. For example, consider10.375 + 6.34375 = 16.71875 or in binary:
 1.0100110× 23
 + 1.1001011× 22
 3The only difference is that for the infinity and undefined values, the biased exponentis 7FF not FF.

Page 121
                        

6.2. FLOATING POINT ARITHMETIC 113
 These two number do not have the same exponent so shift the significandto make the exponents the same and then add:
 1.0100110× 23
 + 0.1100110× 23
 10.0001100× 23
 Note that the shifting of 1.1001011× 22 drops off the trailing one and afterrounding results in 0.1100110×23. The result of the addition, 10.0001100×23
 (or 1.00001100 × 24) is equal to 10000.1102 or 16.75. This is not equal tothe exact answer (16.71875)! It is only an approximation due to the roundoff errors of the addition process.
 It is important to realize that floating point arithmetic on a computer(or calculator) is always an approximation. The laws of mathematics donot always work with floating point numbers on a computer. Mathemat-ics assumes infinite precision which no computer can match. For example,mathematics teaches that (a+ b)− b = a; however, this may not hold trueexactly on a computer!
 6.2.2 Subtraction
 Subtraction works very similarly and has the same problems as addition.As an example, consider 16.75− 15.9375 = 0.8125:
 1.0000110× 24
 − 1.1111111× 23
 Shifting 1.1111111× 23 gives (rounding up) 1.0000000× 24
 1.0000110× 24
 − 1.0000000× 24
 0.0000110× 24
 0.0000110× 24 = 0.112 = 0.75 which is not exactly correct.
 6.2.3 Multiplication and division
 For multiplication, the significands are multiplied and the exponents areadded. Consider 10.375× 2.5 = 25.9375:
 1.0100110× 23
 × 1.0100000× 21
 10100110+ 10100110
 1.10011111000000× 24
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 Of course, the real result would be rounded to 8-bits to give:
 1.1010000× 24 = 11010.0002 = 26
 Division is more complicated, but has similar problems with round offerrors.
 6.2.4 Ramifications for programming
 The main point of this section is that floating point calculations are notexact. The programmer needs to be aware of this. A common mistakethat programmers make with floating point numbers is to compare themassuming that a calculation is exact. For example, consider a function namedf(x) that makes a complex calculation and a program is trying to find thefunction’s roots4. One might be tempted to use the following statement tocheck to see if x is a root:
 if ( f(x) == 0.0 )
 But, what if f(x) returns 1 × 10−30? This very likely means that x is avery good approximation of a true root; however, the equality will be false.There may not be any IEEE floating point value of x that returns exactlyzero, due to round off errors in f(x).
 A much better method would be to use:if ( fabs(f(x)) < EPS )
 where EPS is a macro defined to be a very small positive value (like 1×10−10).This is true whenever f(x) is very close to zero. In general, to compare afloating point value (say x) to another (y) use:
 if ( fabs(x − y)/fabs(y) < EPS )
 6.3 The Numeric Coprocessor
 6.3.1 Hardware
 The earliest Intel processors had no hardware support for floating pointoperations. This does not mean that they could not perform float operations.It just means that they had to be performed by procedures composed ofmany non-floating point instructions. For these early systems, Intel didprovide an additional chip called a math coprocessor. A math coprocessorhas machine instructions that perform many floating point operations muchfaster than using a software procedure (on early processors, at least 10 timesfaster!). The coprocessor for the 8086/8088 was called the 8087. For the80286, there was a 80287 and for the 80386, a 80387. The 80486DX processor
 4A root of a function is a value x such that f(x) = 0
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 integrated the math coprocessor into the 80486 itself.5 Since the Pentium, allgenerations of 80x86 processors have a builtin math coprocessor; however, itis still programmed as if it was a separate unit. Even earlier systems withouta coprocessor can install software that emulates a math coprocessor. Theseemulator packages are automatically activated when a program executes acoprocessor instruction and runs a software procedure that produces thesame result as the coprocessor would have (though much slower, of course).
 The numeric coprocessor has eight floating point registers. Each registerholds 80-bits of data. Floating point numbers are always stored as 80-bitextended precision numbers in these registers. The registers are named ST0,ST1, ST2, . . . ST7. The floating point registers are used differently than theinteger registers of the main CPU. The floating point registers are organizedas a stack. Recall that a stack is a Last-In First-Out (LIFO) list. ST0 alwaysrefers to the value at the top of the stack. All new numbers are added to thetop of the stack. Existing numbers are pushed down on the stack to makeroom for the new number.
 There is also a status register in the numeric coprocessor. It has severalflags. Only the 4 flags used for comparisons will be covered: C0, C1, C2 andC3. The use of these is discussed later.
 6.3.2 Instructions
 To make it easy to distinguish the normal CPU instructions from copro-cessor ones, all the coprocessor mnemonics start with a F.
 Loading and storing
 There are several instructions that load data onto the top of the copro-cessor register stack:FLD source loads a floating point number from memory onto the top of
 the stack. The source may be a single, double or extendedprecision number or a coprocessor register.
 FILD source reads a integer from memory, converts it to floating pointand stores the result on top of the stack. The source may beeither a word, double word or quad word.
 FLD1 stores a one on the top of the stack.FLDZ stores a zero on the top of the stack.
 There are also several instructions that store data from the stack intomemory. Some of these instructions also pop (i.e., remove) the number fromthe stack as it stores it.
 5However, the 80486SX did not have have an integrated coprocessor. There was aseparate 80487SX chip for these machines.
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 FST dest stores the top of the stack (ST0) into memory. The desti-nation may either a single or double precision number or acoprocessor register.
 FSTP dest stores the top of the stack into memory just as FST; however,after the number is stored, its value is popped from the stack.The destination may either a single, double or extended pre-cision number or a coprocessor register.
 FIST dest stores the value of the top of the stack converted to an integerinto memory. The destination may either a word or a doubleword. The stack itself is unchanged. How the floating pointnumber is converted to an integer depends on some bits inthe coprocessor’s control word. This is a special (non-floatingpoint) word register that controls how the coprocessor works.By default, the control word is initialized so that it roundsto the nearest integer when it converts to integer. However,the FSTCW (Store Control Word) and FLDCW (Load ControlWord) instructions can be used to change this behavior.
 FISTP dest Same as FIST except for two things. The top of the stack ispopped and the destination may also be a quad word.
 There are two other instructions that can be move or remove data onthe stack itself.FXCH STn exchanges the values in ST0 and STn on the stack (where n
 is register number from 1 to 7).FFREE STn frees up a register on the stack by marking the register as
 unused or empty.
 Addition and subtraction
 Each of the addition instructions compute the sum of ST0 and anotheroperand. The result is always stored in a coprocessor register.FADD src ST0 += src . The src may be any coprocessor register
 or a single or double precision number in memory.FADD dest, ST0 dest += ST0. The dest may be any coprocessor reg-
 ister.FADDP dest orFADDP dest, STO
 dest += ST0 then pop stack. The dest may be anycoprocessor register.
 FIADD src ST0 += (float) src . Adds an integer to ST0. Thesrc must be a word or double word in memory.
 There are twice as many subtraction instructions than addition becausethe order of the operands is important for subtraction (i.e., a + b = b + a,but a− b 6= b− a!). For each instruction is an alternate one that subtractsin the reverse order. These reverse instructions all end in either R or RP.Figure 6.5 shows a short code snippet that adds up the elements of an array
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 1 segment .bss2 array resq SIZE3 sum resq 14
 5 segment .text6 mov ecx, SIZE7 mov esi, array8 fldz ; ST0 = 09 lp:
 10 fadd qword [esi] ; ST0 += *(esi)11 add esi, 8 ; move to next double12 loop lp13 fstp qword sum ; store result into sum
 Figure 6.5: Array sum example
 of doubles. On lines 10 and 13, one must specify the size of the memoryoperand. Otherwise the assembler would not know whether the memoryoperand was a float (dword) or a double (qword).
 FSUB src ST0 -= src . The src may be any coprocessor registeror a single or double precision number in memory.
 FSUBR src ST0 = src - ST0. The src may be any coproces-sor register or a single or double precision number inmemory.
 FSUB dest, ST0 dest -= ST0. The dest may be any coprocessor reg-ister.
 FSUBR dest, ST0 dest = ST0 - dest . The dest may be any copro-cessor register.
 FSUBP dest orFSUBP dest, STO
 dest -= ST0 then pop stack. The dest may be anycoprocessor register.
 FSUBRP dest orFSUBRP dest, STO
 dest = ST0 - dest then pop stack. The dest maybe any coprocessor register.
 FISUB src ST0 -= (float) src . Subtracts an integer fromST0. The src must be a word or double word in mem-ory.
 FISUBR src ST0 = (float) src - ST0. Subtracts ST0 from aninteger. The src must be a word or double word inmemory.
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 Multiplication and division
 The multiplication instructions are completely analogous to the additioninstructions.FMUL src ST0 *= src . The src may be any coprocessor register
 or a single or double precision number in memory.FMUL dest, ST0 dest *= ST0. The dest may be any coprocessor reg-
 ister.FMULP dest orFMULP dest, STO
 dest *= ST0 then pop stack. The dest may be anycoprocessor register.
 FIMUL src ST0 *= (float) src . Multiplies an integer to ST0.The src must be a word or double word in memory.
 Not surprisingly, the division instructions are analogous to the subtrac-tion instructions. Division by zero results in an infinity.FDIV src ST0 /= src . The src may be any coprocessor register
 or a single or double precision number in memory.FDIVR src ST0 = src / ST0. The src may be any coproces-
 sor register or a single or double precision number inmemory.
 FDIV dest, ST0 dest /= ST0. The dest may be any coprocessor reg-ister.
 FDIVR dest, ST0 dest = ST0 / dest . The dest may be any copro-cessor register.
 FDIVP dest orFDIVP dest, STO
 dest /= ST0 then pop stack. The dest may be anycoprocessor register.
 FDIVRP dest orFDIVRP dest, STO
 dest = ST0 / dest then pop stack. The dest maybe any coprocessor register.
 FIDIV src ST0 /= (float) src . Divides ST0 by an integer.The src must be a word or double word in memory.
 FIDIVR src ST0 = (float) src / ST0. Divides an integer byST0. The src must be a word or double word in mem-ory.
 Comparisons
 The coprocessor also performs comparisons of floating point numbers.The FCOM family of instructions does this operation.
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 1 ; if ( x > y )2 ;3 fld qword [x] ; ST0 = x4 fcomp qword [y] ; compare STO and y5 fstsw ax ; move C bits into FLAGS6 sahf7 jna else_part ; if x not above y, goto else_part8 then_part:9 ; code for then part
 10 jmp end_if11 else_part:12 ; code for else part13 end_if:
 Figure 6.6: Comparison example
 FCOM src compares ST0 and src . The src can be a coprocessor registeror a float or double in memory.
 FCOMP src compares ST0 and src , then pops stack. The src can be acoprocessor register or a float or double in memory.
 FCOMPP compares ST0 and ST1, then pops stack twice.FICOM src compares ST0 and (float) src . The src can be a a word or
 dword integer in memory.FICOMP src compares ST0 and (float)src , then pops stack. The src a
 word or dword integer in memory.FTST compares ST0 and 0.
 These instructions change the C0, C1, C2 and C3 bits of the coprocessorstatus register. Unfortunately, it is not possible for the CPU to access thesebits directly. The conditional branch instructions use the FLAGS register,not the coprocessor status register. However, it is relatively simple to trans-fer the bits of the status word into the corresponding bits of the FLAGSregister using some new instructions:FSTSW dest Stores the coprocessor status word into either a word in mem-
 ory or the AX register.SAHF Stores the AH register into the FLAGS register.LAHF Loads the AH register with the bits of the FLAGS register.
 Figure 6.6 shows a short example code snippet. Lines 5 and 6 transferthe C0, C1, C2 and C3 bits of the coprocessor status word into the FLAGSregister. The bits are transfered so that they are analogous to the resultof a comparison of two unsigned integers. This is why line 7 uses a JNAinstruction.
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 The Pentium Pro (and later processors (Pentium II and III)) support twonew comparison operators that directly modify the CPU’s FLAGS register.
 FCOMI src compares ST0 and src . The src must be a coprocessor reg-ister.
 FCOMIP src compares ST0 and src , then pops stack. The src must be acoprocessor register.
 Figure 6.7 shows an example subroutine that finds the maximum of two dou-bles using the FCOMIP instruction. Do not confuse these instructions withthe integer comparison functions (FICOM and FICOMP).
 Miscellaneous instructions
 This section covers some other miscellaneous instructions that the co-processor provides.
 FCHS ST0 = - ST0 Changes the sign of ST0FABS ST0 = |ST0| Takes the absolute value of ST0FSQRT ST0 =
 √STO Takes the square root of ST0
 FSCALE ST0 = ST0×2bST1c multiples ST0 by a power of 2 quickly. ST1is not removed from the coprocessor stack. Figure 6.8 showsan example of how to use this instruction.
 6.3.3 Examples
 6.3.4 Quadratic formula
 The first example shows how the quadratic formula can be encoded inassembly. Recall that the quadratic formula computes the solutions to thequadratic equation:
 ax2 + bx+ c = 0
 The formula itself gives two solutions for x: x1 and x2.
 x1, x2 =−b±
 √b2 − 4ac
 2a
 The expression inside the square root (b2 − 4ac) is called the discriminant.Its value is useful in determining which of the following three possibilitiesare true for the solutions.
 1. There is only one real degenerate solution. b2 − 4ac = 0
 2. There are two real solutions. b2 − 4ac > 0
 3. There are two complex solutions. b2 − 4ac < 0
 Here is a small C program that uses the assembly subroutine:
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 quadt.c
 1 #include <stdio.h>2
 3 int quadratic ( double, double, double, double ∗, double ∗);4
 5 int main()6 {7 double a,b,c , root1 , root2;8
 9 printf (”Enter a , b , c : ” );10 scanf(”%lf %lf %lf”, &a, &b, &c);11 if ( quadratic ( a , b , c, &root1, &root2) )12 printf (”roots: %.10g %.10g\n”, root1, root2 );13 else14 printf (”No real roots\n”);15 return 0;16 }
 quadt.c
 Here is the assembly routine:
 quad.asm1 ; function quadratic2 ; finds solutions to the quadratic equation:3 ; a*x^2 + b*x + c = 04 ; C prototype:5 ; int quadratic( double a, double b, double c,6 ; double * root1, double *root2 )7 ; Parameters:8 ; a, b, c - coefficients of powers of quadratic equation (see above)9 ; root1 - pointer to double to store first root in
 10 ; root2 - pointer to double to store second root in11 ; Return value:12 ; returns 1 if real roots found, else 013
 14 %define a qword [ebp+8]15 %define b qword [ebp+16]16 %define c qword [ebp+24]17 %define root1 dword [ebp+32]18 %define root2 dword [ebp+36]19 %define disc qword [ebp-8]20 %define one_over_2a qword [ebp-16]
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 21
 22 segment .data23 MinusFour dw -424
 25 segment .text26 global _quadratic27 _quadratic:28 push ebp29 mov ebp, esp30 sub esp, 16 ; allocate 2 doubles (disc & one_over_2a)31 push ebx ; must save original ebx32
 33 fild word [MinusFour]; stack -434 fld a ; stack: a, -435 fld c ; stack: c, a, -436 fmulp st1 ; stack: a*c, -437 fmulp st1 ; stack: -4*a*c38 fld b39 fld b ; stack: b, b, -4*a*c40 fmulp st1 ; stack: b*b, -4*a*c41 faddp st1 ; stack: b*b - 4*a*c42 ftst ; test with 043 fstsw ax44 sahf45 jb no_real_solutions ; if disc < 0, no real solutions46 fsqrt ; stack: sqrt(b*b - 4*a*c)47 fstp disc ; store and pop stack48 fld1 ; stack: 1.049 fld a ; stack: a, 1.050 fscale ; stack: a * 2^(1.0) = 2*a, 151 fdivp st1 ; stack: 1/(2*a)52 fst one_over_2a ; stack: 1/(2*a)53 fld b ; stack: b, 1/(2*a)54 fld disc ; stack: disc, b, 1/(2*a)55 fsubrp st1 ; stack: disc - b, 1/(2*a)56 fmulp st1 ; stack: (-b + disc)/(2*a)57 mov ebx, root158 fstp qword [ebx] ; store in *root159 fld b ; stack: b60 fld disc ; stack: disc, b61 fchs ; stack: -disc, b62 fsubrp st1 ; stack: -disc - b
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 63 fmul one_over_2a ; stack: (-b - disc)/(2*a)64 mov ebx, root265 fstp qword [ebx] ; store in *root266 mov eax, 1 ; return value is 167 jmp short quit68
 69 no_real_solutions:70 mov eax, 0 ; return value is 071
 72 quit:73 pop ebx74 mov esp, ebp75 pop ebp76 ret quad.asm
 6.3.5 Reading array from file
 In this example, an assembly routine reads doubles from a file. Here isa short C test program:
 readt.c
 1 /∗2 ∗ This program tests the 32−bit read doubles () assembly procedure.3 ∗ It reads the doubles from stdin . ( Use redirection to read from file .)4 ∗/5 #include <stdio.h>6 extern int read doubles ( FILE ∗, double ∗, int );7 #define MAX 1008
 9 int main()10 {11 int i ,n;12 double a[MAX];13
 14 n = read doubles( stdin , a , MAX);15
 16 for ( i=0; i < n; i++ )17 printf (”%3d %g\n”, i, a[i ]);18 return 0;19 }
 readt.c
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 Here is the assembly routine
 read.asm1 segment .data2 format db "%lf", 0 ; format for fscanf()3
 4 segment .text5 global _read_doubles6 extern _fscanf7
 8 %define SIZEOF_DOUBLE 89 %define FP dword [ebp + 8]
 10 %define ARRAYP dword [ebp + 12]11 %define ARRAY_SIZE dword [ebp + 16]12 %define TEMP_DOUBLE [ebp - 8]13
 14 ;15 ; function _read_doubles16 ; C prototype:17 ; int read_doubles( FILE * fp, double * arrayp, int array_size );18 ; This function reads doubles from a text file into an array, until19 ; EOF or array is full.20 ; Parameters:21 ; fp - FILE pointer to read from (must be open for input)22 ; arrayp - pointer to double array to read into23 ; array_size - number of elements in array24 ; Return value:25 ; number of doubles stored into array (in EAX)26
 27 _read_doubles:28 push ebp29 mov ebp,esp30 sub esp, SIZEOF_DOUBLE ; define one double on stack31
 32 push esi ; save esi33 mov esi, ARRAYP ; esi = ARRAYP34 xor edx, edx ; edx = array index (initially 0)35
 36 while_loop:37 cmp edx, ARRAY_SIZE ; is edx < ARRAY_SIZE?38 jnl short quit ; if not, quit loop39 ;40 ; call fscanf() to read a double into TEMP_DOUBLE
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 41 ; fscanf() might change edx so save it42 ;43 push edx ; save edx44 lea eax, TEMP_DOUBLE45 push eax ; push &TEMP_DOUBLE46 push dword format ; push &format47 push FP ; push file pointer48 call _fscanf49 add esp, 1250 pop edx ; restore edx51 cmp eax, 1 ; did fscanf return 1?52 jne short quit ; if not, quit loop53
 54 ;55 ; copy TEMP_DOUBLE into ARRAYP[edx]56 ; (The 8-bytes of the double are copied by two 4-byte copies)57 ;58 mov eax, [ebp - 8]59 mov [esi + 8*edx], eax ; first copy lowest 4 bytes60 mov eax, [ebp - 4]61 mov [esi + 8*edx + 4], eax ; next copy highest 4 bytes62
 63 inc edx64 jmp while_loop65
 66 quit:67 pop esi ; restore esi68
 69 mov eax, edx ; store return value into eax70
 71 mov esp, ebp72 pop ebp73 ret read.asm
 6.3.6 Finding primes
 This final example looks at finding prime numbers again. This imple-mentation is more efficient than the previous one. It stores the primes ithas found in an array and only divides by the previous primes it has foundinstead of every odd number to find new primes.
 One other difference is that it computes the square root of the guess forthe next prime to determine at what point it can stop searching for factors.
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 It alters the coprocessor control word so that it that when it stores the squareroot as an integer, it truncates instead of rounding. This is controlled bybits 10 and 11 of the control word. This bits are called the RC (RoundingControl) bits. If they are both 0 (the default), the coprocessor rounds whenconverting to integer. If they are both 1, the coprocessor truncates integerconversions. Notice that the routine is careful to save the original controlword and restore it before it returns.
 Here is the C driver program:
 fprime.c
 1 #include <stdio.h>2 #include <stdlib.h>3 /∗4 ∗ function find primes5 ∗ finds the indicated number of primes6 ∗ Parameters:7 ∗ a − array to hold primes8 ∗ n − how many primes to find9 ∗/
 10 extern void find primes ( int ∗ a , unsigned n );11
 12 int main()13 {14 int status ;15 unsigned i;16 unsigned max;17 int ∗ a;18
 19 printf (”How many primes do you wish to find? ”);20 scanf(”%u”, &max);21
 22 a = calloc ( sizeof( int ), max);23
 24 if ( a ) {25
 26 find primes (a,max);27
 28 /∗ print out the last 20 primes found ∗/29 for( i= ( max > 20 ) ? max − 20 : 0; i < max; i++ )30 printf (”%3d %d\n”, i+1, a[i]);31
 32 free (a);33 status = 0;
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 34 }35 else {36 fprintf ( stderr , ”Can not create array of %u ints\n”, max);37 status = 1;38 }39
 40 return status ;41 }
 fprime.c
 Here is the assembly routine:
 prime2.asm1 segment .text2 global _find_primes3 ;4 ; function find_primes5 ; finds the indicated number of primes6 ; Parameters:7 ; array - array to hold primes8 ; n_find - how many primes to find9 ; C Prototype:
 10 ;extern void find_primes( int * array, unsigned n_find )11 ;12 %define array ebp + 813 %define n_find ebp + 1214 %define n ebp - 4 ; number of primes found so far15 %define isqrt ebp - 8 ; floor of sqrt of guess16 %define orig_cntl_wd ebp - 10 ; original control word17 %define new_cntl_wd ebp - 12 ; new control word18
 19 _find_primes:20 enter 12,0 ; make room for local variables21
 22 push ebx ; save possible register variables23 push esi24
 25 fstcw word [orig_cntl_wd] ; get current control word26 mov ax, [orig_cntl_wd]27 or ax, 0C00h ; set rounding bits to 11 (truncate)28 mov [new_cntl_wd], ax29 fldcw word [new_cntl_wd]
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 30
 31 mov esi, [array] ; esi points to array32 mov dword [esi], 2 ; array[0] = 233 mov dword [esi + 4], 3 ; array[1] = 334 mov ebx, 5 ; ebx = guess = 535 mov dword [n], 2 ; n = 236 ;37 ; This outer loop finds a new prime each iteration, which it adds to the38 ; end of the array. Unlike the earlier prime finding program, this function39 ; does not determine primeness by dividing by all odd numbers. It only40 ; divides by the prime numbers that it has already found. (That’s why they41 ; are stored in the array.)42 ;43 while_limit:44 mov eax, [n]45 cmp eax, [n_find] ; while ( n < n_find )46 jnb short quit_limit47
 48 mov ecx, 1 ; ecx is used as array index49 push ebx ; store guess on stack50 fild dword [esp] ; load guess onto coprocessor stack51 pop ebx ; get guess off stack52 fsqrt ; find sqrt(guess)53 fistp dword [isqrt] ; isqrt = floor(sqrt(quess))54 ;55 ; This inner loop divides guess (ebx) by earlier computed prime numbers56 ; until it finds a prime factor of guess (which means guess is not prime)57 ; or until the prime number to divide is greater than floor(sqrt(guess))58 ;59 while_factor:60 mov eax, dword [esi + 4*ecx] ; eax = array[ecx]61 cmp eax, [isqrt] ; while ( isqrt < array[ecx]62 jnbe short quit_factor_prime63 mov eax, ebx64 xor edx, edx65 div dword [esi + 4*ecx]66 or edx, edx ; && guess % array[ecx] != 0 )67 jz short quit_factor_not_prime68 inc ecx ; try next prime69 jmp short while_factor70
 71 ;
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 72 ; found a new prime !73 ;74 quit_factor_prime:75 mov eax, [n]76 mov dword [esi + 4*eax], ebx ; add guess to end of array77 inc eax78 mov [n], eax ; inc n79
 80 quit_factor_not_prime:81 add ebx, 2 ; try next odd number82 jmp short while_limit83
 84 quit_limit:85
 86 fldcw word [orig_cntl_wd] ; restore control word87 pop esi ; restore register variables88 pop ebx89
 90 leave91 ret prime2.asm
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 1 global _dmax2
 3 segment .text4 ; function _dmax5 ; returns the larger of its two double arguments6 ; C prototype7 ; double dmax( double d1, double d2 )8 ; Parameters:9 ; d1 - first double
 10 ; d2 - second double11 ; Return value:12 ; larger of d1 and d2 (in ST0)13 %define d1 ebp+814 %define d2 ebp+1615 _dmax:16 enter 0, 017
 18 fld qword [d2]19 fld qword [d1] ; ST0 = d1, ST1 = d220 fcomip st1 ; ST0 = d221 jna short d2_bigger22 fcomp st0 ; pop d2 from stack23 fld qword [d1] ; ST0 = d124 jmp short exit25 d2_bigger: ; if d2 is max, nothing to do26 exit:27 leave28 ret
 Figure 6.7: FCOMIP example
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 1 segment .data2 x dq 2.75 ; converted to double format3 five dw 54
 5 segment .text6 fild dword [five] ; ST0 = 57 fld qword [x] ; ST0 = 2.75, ST1 = 58 fscale ; ST0 = 2.75 * 32, ST1 = 5
 Figure 6.8: FSCALE example
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Chapter 7
 Structures and C++
 7.1 Structures
 7.1.1 Introduction
 Structures are used in C to group together related data into a compositevariable. This technique has several advantages:
 1. It clarifies the code by showing that the data defined in the structureare intimately related.
 2. It simplifies passing the data to functions. Instead of passing multiplevariables separately, they can be passed as a single unit.
 3. It increases the locality1 of the code.
 From the assembly standpoint, a structure can be considered as an arraywith elements of varying size. The elements of real arrays are always thesame size and type. This property is what allows one to calculate the addressof any element by knowing the starting address of the array, the size of theelements and the desired element’s index.
 A structure’s elements do not have to be the same size (and usually arenot). Because of this each element of a structure must be explicitly specifiedand is given a tag (or name) instead of a numerical index.
 In assembly, the element of a structure will be accessed in a similarway as an element of an array. To access an element, one must know thestarting address of the structure and the relative offset of that element fromthe beginning of the structure. However, unlike an array where this offsetcan be calculated by the index of the element, the element of a structure isassigned an offset by the compiler.
 1See the virtual memory management section of any Operating System text book fordiscussion of this term.
 133
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 Offset Element0 x2
 y6
 z
 Figure 7.1: Structure S
 Offset Element0 x2 unused4
 y8
 z
 Figure 7.2: Structure S
 For example, consider the following structure:
 struct S {short int x ; /∗ 2−byte integer ∗/int y ; /∗ 4−byte integer ∗/double z ; /∗ 8−byte float ∗/};
 Figure 7.1 shows how a variable of type S might look in the computer’smemory. The ANSI C standard states that the elements of a structure arearranged in the memory in the same order as they are defined in the structdefinition. It also states that the first element is at the very beginning ofthe structure (i.e., offset zero). It also defines another useful macro in thestddef.h header file named offsetof(). This macro computes and returnsthe offset of any element of a structure. The macro takes two parameters,the first is the name of the type of the structure, the second is the name ofthe element to find the offset of. Thus, the result of offsetof(S, y) wouldbe 2 from Figure 7.1.
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 7.1.2 Memory alignment
 If one uses the offsetof macro to find the offset of y using the gcccompiler, they will find that it returns 4, not 2! Why? Because gcc (and Recall that an address is on
 a double word boundary ifit is divisible by 4
 many other compilers) align variables on double word boundaries by default.In 32-bit protected mode, the CPU reads memory faster if the data starts ata double word boundary. Figure 7.2 shows how the S structure really looksusing gcc. The compiler inserts two unused bytes into the structure to aligny (and z) on a double word boundary. This shows why it is a good ideato use offsetof to compute the offsets instead of calculating them oneselfwhen using structures defined in C.
 Of course, if the structure is only used in assembly, the programmercan determine the offsets himself. However, if one is interfacing C andassembly, it is very important that both the assembly code and the C codeagree on the offsets of the elements of the structure! One complication isthat different C compilers may give different offsets to the elements. Forexample, as we have seen, the gcc compiler creates a S structure that lookslike Figure 7.2; however, Borland’s compiler would create a structure thatlooked like Figure 7.1. C compilers provide ways to specify the alignmentused for data. However, the ANSI C standard does not specify how this willbe done and thus, different compilers do it differently. Borland’s compilerhas a flag, -a, that can be used to define the alignment used for all data.Compiling with -a 4 tells bcc to use double word alignment. Microsoft’scompiler provides a #pragma pack directive that can be used to set thealignment (consult Microsoft’s documentation for details).
 The gcc compiler has a flexible and complicated method of specifying thealignment. The compiler allows one to specify the alignment of any typeusing a special syntax. For example, the following line:
 typedef short int unaligned int attribute (( aligned (1)));
 defines a new type named unaligned int that is aligned on byte boundaries.(Yes, all the parenthesis after attribute are required!) The 1 in thealigned parameter can be replaced with other powers of two to specifyother alignments. (2 for word alignment, 4 for double word alignment, etc.)If the y element of the was changed to be an unaligned int type, gcc wouldput y at offset 2. However, z would still be at offset 8 since doubles are alsodouble word aligned by default. The definition of z’s type would have to bechanged as well for it to put at offset 6.
 7.1.3 Using structures in assembly
 As discussed above, accessing a structure in assembly is very much likeaccessing an array. For a simple example, consider how one would writean assembly routine that would zero out the y element of a S structure.
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 Assuming the prototype of the routine would be:void zero y ( S ∗ s p );
 the assembly routine would be:
 1 %define y_offset 42 _zero_y:3 enter 0,04 mov eax, [ebp + 8] ; get s_p (struct pointer) from stack5 mov dword [eax + y_offset], 06 leave7 ret
 C allows one to pass a structure by value to a function; however, thisis almost always a bad idea. When passed by value, the entire data in thestructure must be copied to the stack and then retrieved by the routine. Itis much more efficient to pass a pointer to a structure instead.
 C also allows a structure type to used as the return value of a function.Obviously a structure can not be returned in the EAX register. Differentcompilers handle this situation differently. A common solution that com-pilers use is to internally rewrite the function as one that takes a structurepointer as a parameter. The pointer is used to put the return value into astructure defined outside of the routine called.
 Most assemblers (including NASM) have built-in support for definingstructures in your assembly code. Consult your documentation for details.
 7.2 Assembly and C++
 The C++ programming language is an extension of the C language.Many of the basic rules of interfacing C and assembly language also applyto C++. However, some rules need to be modified. Also, some of theextensions of C++ are easier to understand with an knowledge of assemblylanguage. This section assumes a basic knowledge of C++.
 7.2.1 Overloading and Name Mangling
 C++ allows different functions (and class member functions) with thesame name to be defined. When more than one function share the samename, the functions are said to be overloaded. If two functions are definedwith the same name in C, the linker will produce an error because it willfind two definitions for the same symbol in the object files it is linking. Forexample, consider the code in Figure 7.3. The equivalent assembly codewould define two labels named f which will obviously be an error.
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 1 #include <stdio.h>2
 3 void f ( int x )4 {5 printf (”%d\n”, x);6 }7
 8 void f ( double x )9 {
 10 printf (”%g\n”, x);11 }
 Figure 7.3: Two f() functions
 C++ uses the same linking process as C, but avoids this error by per-forming name mangling or modifying the symbol used to label the function.In a way, C already uses name mangling, too. It adds an underscore to thename of the C function when creating the label for the function. However,C will mangle the name of both functions in Figure 7.3 the same way andproduce an error. C++ uses a more sophisticated mangling process thatproduces two different labels for the functions. For example, the first func-tion in Figure 7.3 would be assigned by DJGPP the label f Fi and thesecond function, f Fd. This avoids any linker errors.
 Unfortunately, there is no standard for how to manage names in C++and different compilers mangle names differently. For example, BorlandC++ would use the labels @f$qi and @f$qd for the two functions in Fig-ure 7.3. However, the rules are not completely arbitrary. The mangled nameencodes the signature of the function. The signature of a function is definedby the order and the type of its parameters. Notice that the function thattakes a single int argument has an i at the end of its mangled name (forboth DJGPP and Borland) and that the one that takes a double argumenthas a d at the end of its mangled name. If there was a function named fwith the prototype:
 void f ( int x , int y , double z);
 DJGPP would mangle its name to be f Fiid and Borland to @f$qiid.The return type of the function is not part of a function’s signature and
 is not encoded in its mangled name. This fact explains a rule of overloadingin C++. Only functions whose signatures are unique may be overloaded. Asone can see, if two functions with the same name and signature are definedin C++, they will produce the same mangled name and will create a linkererror. By default, all C++ functions are name mangled, even ones that are
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 not overloaded. When it is compiling a file, the compiler has no way ofwhether a particular function is overloaded or not, so it mangles all names.In fact, it also mangles the names of global variables as well by encodingthe type of the variable in a similar way as function signatures. Thus, ifone defines a global variable in one file as a certain type and then tries touse in another file as the wrong type, a linker error will be produced. Thischaracteristic of C++ is known as typesafe linking. It also exposes anothertype of error, inconsistent prototypes. This occurs when the definition of afunction in one module does not agree with the prototype used by anothermodule. In C, this can be a very difficult problem to debug. C does notcatch this error. The program will compile and link, but will have undefinedbehavior as the calling code will be pushing different types on the stack thanthe function expects. In C++, it will produce a linker error.
 When the C++ compiler is parsing a function call, it looks for a matchingfunction by looking at the types of the arguments passed to the function2.If it finds a match, it then creates a CALL to the correct function using thecompiler’s name mangling rules.
 Since different compilers use different name mangling rules, C++ codecompiled by different compilers may not be able to be linked together. Thisfact is important when considering using a precompiled C++ library! If onewishes to write a function in assembly that will be used with C++ code,she must know the name mangling rules for the C++ compiler to be used(or use the technique explained below).
 The astute student may question whether the code in Figure 7.3 willwork as expected. Since C++ name mangles all functions, then the printffunction will be mangled and the compiler will not produce a CALL to thelabel printf. This is a valid concern! If the prototype for printf wassimply placed at the top of the file, this would happen. The prototype is:
 int printf ( const char ∗, ...);
 DJGPP would mangle this to be printf FPCce. (The F is for function, Pfor pointer, C for const, c for char and e for ellipsis.) This would not callthe regular C library’s printf function! Of course, there must be a way forC++ code to call C code. This is very important because there is a lot ofuseful old C code around. In addition to allowing one to call legacy C code,C++ also allows one to call assembly code using the normal C manglingconventions.
 C++ extends the extern keyword to allow it to specify that the func-tion or global variable it modifies uses the normal C conventions. In C++terminology, the function or global variable uses C linkage. For example, to
 2The match does not have to be an exact match, the compiler will consider matchesmade by casting the arguments. The rules for this process are beyond the scope of thisbook. Consult a C++ book for details.
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 1 void f ( int & x ) // the & denotes a reference parameter2 { x++; }3
 4 int main()5 {6 int y = 5;7 f(y ); // reference to y is passed , note no & here!8 printf (”%d\n”, y); // prints out 6!9 return 0;
 10 }
 Figure 7.4: Reference example
 declare printf to have C linkage, use the prototype:
 extern ”C” int printf ( const char ∗, ... );
 This instructs the compiler not to use the C++ name mangling rules on thisfunction, but instead to use the C rules. However, by doing this, the printffunction may not be overloaded. This provides the easiest way to interfaceC++ and assembly, define the function to use C linkage and then use the Ccalling convention.
 For convenience, C++ also allows the linkage of a block of functionsand global variables to be defined. The block is denoted by the usual curlybraces.extern ”C”{
 /∗ C linkage global variables and function prototypes ∗/}
 If one examines the ANSI C header files that come with C/C++ com-pilers today, they will find the following near the top of each header file:#ifdef cplusplusextern ”C”{#endif
 And a similar construction near the bottom containing a closing curly brace.C++ compilers define the cplusplus macro (with two leading under-scores). The snippet above encloses the entire header file within an extern "C"block if the header file is compiled as C++, but does nothing if compiledas C (since a C compiler would give a syntax error for extern "C"). Thissame technique can be used by any programmer to create a header file forassembly routines that can be used with either C or C++.
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 7.2.2 References
 References are another new feature of C++. They allow one to passparameters to functions without explicitly using pointers. For example,consider the code in Figure 7.4. Actually, reference parameters are prettysimple, they really are just pointers. The compiler just hides this fromthe programmer (just as Pascal compilers implement var parameters aspointers). When the compiler generates assembly for the function call online 7, it passes the address of y. If one was writing function f in assembly,they would act as if the prototype was3:
 void f ( int ∗ xp);
 References are just a convenience that are especially useful for opera-tor overloading. This is another feature of C++ that allows one to definemeanings for common operators on structure or class types. For example, acommon use is to define the plus (+) operator to concatenate string objects.Thus, if a and b were strings, a + b would return the concatenation of thestrings a and b. C++ would actually call a function to do this (in fact, theseexpression could be rewritten in function notation as operator +(a,b)).For efficiency, one would like to pass the address of the string objects in-stead of passing them by value. Without references, this could be done asoperator +(&a,&b), but this would require one to write in operator syntaxas &a + &b. This would be very awkward and confusing. However, by usingreferences, one can write it as a + b, which looks very natural.
 7.2.3 Inline functions
 Inline functions are yet another feature of C++4. Inline functions aremeant to replace the error-prone, preprocessor-based macros that take pa-rameters. Recall from C, that writing a macro that squares a number mightlook like:#define SQR(x) ((x)∗(x))
 Because the preprocessor does not understand C and does simple sub-stitutions, the parenthesis are required to compute the correct answer inmost cases. However, even this version will not give the correct answer forSQR(x++).
 Macros are used because they eliminate the overhead of making a func-tion call for a simple function. As the chapter on subprograms demonstrated,performing a function call involves several steps. For a very simple function,the time it takes to make the function call may be more that the time toactually perform the operations in the function! Inline functions are a much
 3Of course, they might want to declare the function with C linkage to avoid namemangling as discussed in Section 7.2.1
 4 C compilers often support this feature as an extension of ANSI C
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 1 inline int inline f ( int x )2 { return x∗x; }3
 4 int f ( int x )5 { return x∗x; }6
 7 int main()8 {9 int y , x = 5;
 10 y = f(x);11 y = inline f (x);12 return 0;13 }
 Figure 7.5: Inlining example
 more friendly way to write code that looks like a normal function, but thatdoes not CALL a common block of code. Instead, calls to inline functionsare replaced by code that performs the function. C++ allows a function tobe made inline by placing the keyword inline in front of the function defi-nition. For example, consider the functions declared in Figure 7.5. The callto function f on line 10 does a normal function call (in assembly, assumingx is at address ebp-8 and y is at ebp-4):
 1 push dword [ebp-8]2 call _f3 pop ecx4 mov [ebp-4], eax
 However, the call to function inline f on line 11 would look like:
 1 mov eax, [ebp-8]2 imul eax, eax3 mov [ebp-4], eax
 In this case, there are two advantages to inlining. First, the inline func-tion is faster. No parameters are pushed on the stack, no stack frame iscreated and then destroyed, no branch is made. Secondly, the inline func-tion call uses less code! This last point is true for this example, but doesnot hold true in all cases.
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 1 class Simple {2 public :3 Simple (); // default constructor4 ˜Simple (); // destructor5 int get data () const; // member functions6 void set data ( int );7 private :8 int data ; // member data9 };
 10
 11 Simple :: Simple()12 { data = 0; }13
 14 Simple::˜Simple()15 { /∗ null body ∗/ }16
 17 int Simple :: get data () const18 { return data; }19
 20 void Simple :: set data ( int x )21 { data = x; }
 Figure 7.6: A simple C++ class
 The main disadvantage of inlining is that inline code is not linked andso the code of an inline function must be available to all files that use it.The previous example assembly code shows this. The call of the non-inlinefunction only requires knowledge of the parameters, the return value type,calling convention and the name of the label for the function. All thisinformation is available from the prototype of the function. However, usingthe inline function requires knowledge of the all the code of the function.This means that if any part of an inline function is changed, all sourcefiles that use the function must be recompiled. Recall that for non-inlinefunctions, if the prototype does not change, often the files that use thefunction need not be recompiled. For all these reasons, the code for inlinefunctions are usually placed in header files. This practice is contrary to thenormal hard and fast rule in C that executable code statements are neverplaced in header files.
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 void set data ( Simple ∗ object , int x ){
 object−>data = x;}
 Figure 7.7: C Version of Simple::set data()
 1 _set_data__6Simplei: ; mangled name2 push ebp3 mov ebp, esp4
 5 mov eax, [ebp + 8] ; eax = pointer to object (this)6 mov edx, [ebp + 12] ; edx = integer parameter7 mov [eax], edx ; data is at offset 08
 9 leave10 ret
 Figure 7.8: Compiler output of Simple::set data( int )
 7.2.4 Classes
 A C++ class describes a type of object. An object has both data mem-bers and function members5. In other words, it’s a struct with data andfunctions associated with it. Consider the simple class defined in Figure 7.6.A variable of Simple type would look just like a normal C struct with asingle int member. The functions are not stored in memory assigned to the Actually, C++ uses the
 this keyword to access thepointer to the object actedon from inside the memberfunction.
 structure. However, member functions are different from other functions.They are passed a hidden parameter. This parameter is a pointer to theobject that the member function is acting on.
 For example, consider the set data method of the Simple class of Fig-ure 7.6. If it was written in C, it would look like a function that was passedexplicitly passed a pointer to the object being acted on as the code in Fig-ure 7.7 shows. The -S switch on the DJGPP compiler (and the gcc andBorland compilers as well) tells the compiler to produce an assembly filecontaining the equivalent assembly language for the code produced. ForDJGPP and gcc the assembly file ends in an .s extension and unfortu-nately uses AT&T assembly language syntax which is quite different fromNASM and MASM syntaxes6. (Borland and MS compilers generate a file
 5Often called member functions in C++ or more generally methods.6The gcc compiler system includes its own assembler called gas. The gas assembler
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 with a .asm extension using MASM syntax.) Figure 7.8 shows the outputof DJGPP converted to NASM syntax and with comments added to clarifythe purpose of the statements. On the very first line, note that the set datamethod is assigned a mangled label that encodes the name of the method,the name of the class and the parameters. The name of the class is encodedbecause other classes might have a method named set data and the twomethods must be assigned different labels. The parameters are encoded sothat the class can overload the set data method to take other parametersjust as normal C++ functions. However, just as before, different compilerswill encode this information differently in the mangled label.
 Next on lines 2 and 3, the familiar function prologue appears. On line 5,the first parameter on the stack is stored into EAX. This is not the x param-eter! Instead it is the hidden parameter7 that points to the object beingacted on. Line 6 stores the x parameter into EDX and line 7 stores EDX intothe double word that EAX points to. This is the data member of the Simpleobject being acted on, which being the only data in the class, is stored atoffset 0 in the Simple structure.
 Example
 This section uses the ideas of the chapter to create a C++ class thatrepresents an unsigned integer of arbitrary size. Since the integer can beany size, it will be stored in an array of unsigned integers (double words).It can be made any size by using dynamical allocation. The double wordsare stored in little endian order (i.e., the least significant double word is atindex 0). Figure 7.9 shows the definition of the Big int class8. The sizeof a Big int is measured by the size of the unsigned array that is used tostore its data. The size data member of the class is assigned offset zeroand the number member is assigned offset 4.
 To simplify these example, only object instances with the same size ar-rays can be added to or subtracted from each other.
 The class has three constructors: the first (line 9) initializes the classinstance by using a normal unsigned integer; the second (line 18) initializesthe instance by using a string that contains a hexadecimal value. The thirdconstructor (line 21) is the copy constructor.
 This discussion focuses on how the addition and subtraction operators
 uses AT&T syntax and thus the compiler outputs the code in the format for gas. Thereare several pages on the web that discuss the differences in INTEL and AT&T formats.There is also a free program named a2i (http://www.multimania.com/placr/a2i.html),that converts AT&T format to NASM format.
 7As usual, nothing is hidden in the assembly code!8See the code example source for the complete code for this example. The text will
 only refer to some of the code.
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 1 class Big int {2 public :3 /∗4 ∗ Parameters:5 ∗ size − size of integer expressed as number of6 ∗ normal unsigned int ’ s7 ∗ initial value − initial value of Big int as a normal unsigned int8 ∗/9 explicit Big int ( size t size ,
 10 unsigned initial value = 0);11 /∗12 ∗ Parameters:13 ∗ size − size of integer expressed as number of14 ∗ normal unsigned int ’ s15 ∗ initial value − initial value of Big int as a string holding16 ∗ hexadecimal representation of value .17 ∗/18 Big int ( size t size ,19 const char ∗ initial value );20
 21 Big int ( const Big int & big int to copy );22 ˜Big int ();23
 24 // returns size of Big int ( in terms of unsigned int ’ s)25 size t size () const;26
 27 const Big int & operator = ( const Big int & big int to copy );28 friend Big int operator + ( const Big int & op1,29 const Big int & op2 );30 friend Big int operator − ( const Big int & op1,31 const Big int & op2);32 friend bool operator == ( const Big int & op1,33 const Big int & op2 );34 friend bool operator < ( const Big int & op1,35 const Big int & op2);36 friend ostream & operator << ( ostream & os,37 const Big int & op );38 private :39 size t size ; // size of unsigned array40 unsigned ∗ number ; // pointer to unsigned array holding value41 };
 Figure 7.9: Definition of Big int class
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 1 // prototypes for assembly routines2 extern ”C”{3 int add big ints ( Big int & res ,4 const Big int & op1,5 const Big int & op2);6 int sub big ints ( Big int & res ,7 const Big int & op1,8 const Big int & op2);9 }
 10
 11 inline Big int operator + ( const Big int & op1, const Big int & op2)12 {13 Big int result (op1. size ());14 int res = add big ints ( result , op1, op2);15 if ( res == 1)16 throw Big int :: Overflow();17 if ( res == 2)18 throw Big int :: Size mismatch();19 return result ;20 }21
 22 inline Big int operator − ( const Big int & op1, const Big int & op2)23 {24 Big int result (op1. size ());25 int res = sub big ints ( result , op1, op2);26 if ( res == 1)27 throw Big int :: Overflow();28 if ( res == 2)29 throw Big int :: Size mismatch();30 return result ;31 }
 Figure 7.10: Big int Class Arithmetic Code
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 work since this is where the assembly language is used. Figure 7.10 showsthe relevant parts of the header file for these operators. They show how theoperators are set up to call the assembly routines. Since different compilersuse radically different mangling rules for operator functions, inline operatorfunctions are used to set up a calls to C linkage assembly routines. Thismakes it relatively easy to port to different compilers and is just as fast asdirect calls. This technique also eliminates the need to throw an exceptionfrom assembly!
 Why is assembly used at all here? Recall that to perform multiple pre-cision arithmetic, the carry must be moved from one dword to be added tothe next significant dword. C++ (and C) do not allow the programmer toaccess the CPU’s carry flag. Performing the addition could only be doneby using C++ to independently recalculate the carry flag and conditionallyadd it to the next dword. It is much more efficient to write the code inassembly where the carry flag can be accessed and using the ADC instructionwhich automatically adds the carry flag in makes a lot of sense.
 For brevity, only the add big ints assembly routine will be discussedhere. Below is the code for this routine (from big math.asm):
 big math.asm1 segment .text2 global add_big_ints, sub_big_ints3 %define size_offset 04 %define number_offset 45
 6 %define EXIT_OK 07 %define EXIT_OVERFLOW 18 %define EXIT_SIZE_MISMATCH 29
 10 ; Parameters for both add and sub routines11 %define res ebp+812 %define op1 ebp+1213 %define op2 ebp+1614
 15 add_big_ints:16 push ebp17 mov ebp, esp18 push ebx19 push esi20 push edi21 ;22 ; first set up esi to point to op123 ; edi to point to op2
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 24 ; ebx to point to res25 mov esi, [op1]26 mov edi, [op2]27 mov ebx, [res]28 ;29 ; make sure that all 3 Big_int’s have the same size30 ;31 mov eax, [esi + size_offset]32 cmp eax, [edi + size_offset]33 jne sizes_not_equal ; op1.size_ != op2.size_34 cmp eax, [ebx + size_offset]35 jne sizes_not_equal ; op1.size_ != res.size_36
 37 mov ecx, eax ; ecx = size of Big_int’s38 ;39 ; now, point registers to point to their respective arrays40 ; esi = op1.number_41 ; edi = op2.number_42 ; ebx = res.number_43 ;44 mov ebx, [ebx + number_offset]45 mov esi, [esi + number_offset]46 mov edi, [edi + number_offset]47
 48 clc ; clear carry flag49 xor edx, edx ; edx = 050 ;51 ; addition loop52 add_loop:53 mov eax, [edi+4*edx]54 adc eax, [esi+4*edx]55 mov [ebx + 4*edx], eax56 inc edx ; does not alter carry flag57 loop add_loop58
 59 jc overflow60 ok_done:61 xor eax, eax ; return value = EXIT_OK62 jmp done63 overflow:64 mov eax, EXIT_OVERFLOW65 jmp done
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 66 sizes_not_equal:67 mov eax, EXIT_SIZE_MISMATCH68 done:69 pop edi70 pop esi71 pop ebx72 leave73 ret big math.asm
 Hopefully, most of this code should be straightforward to the reader bynow. Lines 25 to 27 store pointers to the Big int objects passed to thefunction into registers. Remember that references really are just pointers.Lines 31 to 35 check to make sure that the sizes of the three object’s arraysare the same. (Note that the offset of size is added to the pointer to accessthe data member.) Lines 44 to 46 adjust the registers to point to the arrayused by the respective objects instead of the objects themselves. (Again,the offset of the number member is added to the object pointer.)
 The loop in lines 52 to 57 adds the integers stored in the arrays togetherby adding the least significant dword first, then the next least significantdwords, etc. The addition must be done in this sequence for extended preci-sion arithmetic (see Section 2.1.5). Line 59 checks for overflow, on overflowthe carry flag will be set by the last addition of the most significant dword.Since the dwords in the array are stored in little endian order, the loop startsat the beginning of the array and moves forward toward the end.
 Figure 7.11 shows a short example using the Big int class. Note thatBig int constants must be declared explicitly as on line 16. This is necessaryfor two reasons. First, there is no conversion constructor that will convertan unsigned int to a Big int. Secondly, only Big int’s of the same size canbe added. This makes conversion problematic since it would be difficult toknow what size to convert to. A more sophisticated implementation of theclass would allow any size to be added to any other size. The author did notwish to over complicate this example by implementing this here. (However,the reader is encouraged to do this.)
 7.2.5 Inheritance and Polymorphism
 Inheritance allows one class to inherit the data and methods of another.For example, consider the code in Figure 7.12. It shows two classes, A andB, where class B inherits from A. The output of the program is:
 Size of a: 4 Offset of ad: 0Size of b: 8 Offset of ad: 0 Offset of bd: 4A::m()A::m()
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 1 #include ”big int.hpp”2 #include <iostream>3 using namespace std;4
 5 int main()6 {7 try {8 Big int b(5,”8000000000000a00b”);9 Big int a(5,”80000000000010230”);
 10 Big int c = a + b;11 cout << a << ” + ”<< b << ” = ”<< c << endl;12 for ( int i=0; i < 2; i++ ) {13 c = c + a;14 cout << ”c = ”<< c << endl;15 }16 cout << ”c−1 = ”<< c − Big int(5,1) << endl;17 Big int d(5, ”12345678”);18 cout << ”d = ”<< d << endl;19 cout << ”c == d ”<< (c == d) << endl;20 cout << ”c > d ”<< (c > d) << endl;21 }22 catch( const char ∗ str ) {23 cerr << ”Caught: ”<< str << endl;24 }25 catch( Big int :: Overflow ) {26 cerr << ”Overflow”<< endl;27 }28 catch( Big int :: Size mismatch ) {29 cerr << ”Size mismatch”<< endl;30 }31 return 0;32 }
 Figure 7.11: Simple Use of Big int
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 1 #include <cstddef>2 #include <iostream>3 using namespace std;4
 5 class A {6 public :7 void cdecl m() { cout << ”A::m()”<< endl; }8 int ad;9 };
 10
 11 class B : public A {12 public :13 void cdecl m() { cout << ”B::m()”<< endl; }14 int bd;15 };16
 17 void f ( A ∗ p )18 {19 p−>ad = 5;20 p−>m();21 }22
 23 int main()24 {25 A a;26 B b;27 cout << ”Size of a: ” << sizeof(a)28 << ” Offset of ad: ” << offsetof(A,ad) << endl;29 cout << ”Size of b: ” << sizeof(b)30 << ” Offset of ad: ” << offsetof(B,ad)31 << ” Offset of bd: ” << offsetof(B,bd) << endl;32 f(&a);33 f(&b);34 return 0;35 }
 Figure 7.12: Simple Inheritance
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 1 _f__FP1A: ; mangled function name2 push ebp3 mov ebp, esp4 mov eax, [ebp+8] ; eax points to object5 mov dword [eax], 5 ; using offset 0 for ad6 mov eax, [ebp+8] ; passing address of object to A::m()7 push eax8 call _m__1A ; mangled method name for A::m()9 add esp, 4
 10 leave11 ret
 Figure 7.13: Assembly Code for Simple Inheritance
 1 class A {2 public :3 virtual void cdecl m() { cout << ”A::m()”<< endl; }4 int ad;5 };6
 7 class B : public A {8 public :9 virtual void cdecl m() { cout << ”B::m()”<< endl; }
 10 int bd;11 };
 Figure 7.14: Polymorphic Inheritance
 Notice that the ad data members of both classes (B inherits it from A) areat the same offset. This is important since the f function may be passed apointer to either an A object or any object of a type derived (i.e., inheritedfrom) A. Figure 7.13 shows the (edited) asm code for the function (generatedby gcc).
 Note that in the output that A’s m method was called for both the a andb objects. From the assembly, one can see that the call to A::m() is hard-coded into the function. For true object-oriented programming, the methodcalled should depend on what type of object is passed to the function. Thisis known as polymorphism. C++ turns this feature off by default. One usesthe virtual keyword to enable it. Figure 7.14 shows how the two classeswould be changed. None of the other code needs to be changed. Polymor-
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 1 ?f@@YAXPAVA@@@Z:2 push ebp3 mov ebp, esp4
 5 mov eax, [ebp+8]6 mov dword [eax+4], 5 ; p->ad = 5;7
 8 mov ecx, [ebp + 8] ; ecx = p9 mov edx, [ecx] ; edx = pointer to vtable
 10 mov eax, [ebp + 8] ; eax = p11 push eax ; push "this" pointer12 call dword [edx] ; call first function in vtable13 add esp, 4 ; clean up stack14
 15 pop ebp16 ret
 Figure 7.15: Assembly Code for f() Function
 phism can be implemented many ways. Unfortunately, gcc’s implementationis in transistion at the time of this writing and is becoming significantly morecomplicated than it’s initial implementation. In the interest of simplifyingthis discussion, the author will only cover the implementation of polymor-phism which the Windows based, Microsoft and Borland compilers use. Thisimplementation has not changed in many years and probably will not changein the foreseeable future.
 With these changes, the output of the program changes:
 Size of a: 8 Offset of ad: 4Size of b: 12 Offset of ad: 4 Offset of bd: 8A::m()B::m()
 Now the second call to f calls the B::m() method because it is passeda B object. This is not the only change however. The size of an A is now 8(and B is 12). Also, the offset of ad is 4, not 0. What is at offset 0? Theanswer to these questions are related to how polymorphism is implemented.
 A C++ class that has any virtual methods is given an extra hidden fieldthat is a pointer to an array of method pointers9. This table is often calledthe vtable. For the A and B classes this pointer is stored at offset 0. The
 9For classes without virtual methods C++ compilers always make the class compatiblewith the a normal C struct with the same data members.
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 1 class A {2 public :3 virtual void cdecl m1() { cout << ”A::m1()”<< endl; }4 virtual void cdecl m2() { cout << ”A::m2()”<< endl; }5 int ad;6 };7
 8 class B : public A { // B inherits A’s m2()9 public :
 10 virtual void cdecl m1() { cout << ”B::m1()”<< endl; }11 int bd;12 };13 /∗ prints the vtable of given object ∗/14 void print vtable ( A ∗ pa )15 {16 // p sees pa as an array of dwords17 unsigned ∗ p = reinterpret cast<unsigned ∗>(pa);18 // vt sees vtable as an array of pointers19 void ∗∗ vt = reinterpret cast<void ∗∗>(p[0]);20 cout << hex << ”vtable address = ”<< vt << endl;21 for ( int i=0; i < 2; i++ )22 cout << ”dword ”<< i << ”: ”<< vt[i] << endl;23
 24 // call virtual functions in EXTREMELY non−portable way!25 void (∗m1func pointer)(A ∗); // function pointer variable26 m1func pointer = reinterpret cast<void (∗)(A∗)>(vt[0]);27 m1func pointer(pa); // call method m1 via function pointer28
 29 void (∗m2func pointer)(A ∗); // function pointer variable30 m2func pointer = reinterpret cast<void (∗)(A∗)>(vt[1]);31 m2func pointer(pa); // call method m2 via function pointer32 }33
 34 int main()35 {36 A a; B b1; B b2;37 cout << ”a: ”<< endl; print vtable (&a);38 cout << ”b1: ”<< endl; print vtable (&b);39 cout << ”b2: ”<< endl; print vtable (&b2);40 return 0;41 }
 Figure 7.16: More complicated example
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 bd
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 &B::m1()
 &A::m2()
 vtable
 vtablep0
 Figure 7.17: Internal representation of b1
 Windows compilers always puts this pointer at the beginning of the class atthe top of the inheritance tree. Looking at the assembly code (Figure 7.15)generated for function f (from Figure 7.12) for the virtual method versionof the program, one can see that the call to method m is not to a label.Line 9 finds the address of the vtable from the object. The address of theobject is pushed on the stack in line 11. Line 12 calls the virtual method bybranching to the first address in the vtable10. This call does not use a label,it branches to the code address pointed to by EDX. This type of call is anexample of late binding. Late binding delays the decision of which methodto call until the code is running. This allows the code to call the appropriatemethod for the object. The normal case (Figure 7.13) hard-codes a call to acertain method and is called early binding (since here the method is boundearly, at compile time).
 The attentive reader will be wondering why the class methods in Fig-ure 7.14 are explicitly declared to use the C calling convention by usingthe cdecl keyword. By default, Microsoft uses a different calling conven-tion for C++ class methods than the standard C convention. It passes thepointer to the object acted on by the method in the ECX register insteadof using the stack. The stack is still used for the other explicit parametersof the method. The cdecl modifier tells it to use the standard C callingconvention. Borland C++ uses the C calling convention by default.
 Next let’s look at a sightly more complicated example (Figure 7.16). In itthe classes A and B each have two methods: m1 and m2. Remember that sinceclass B does not define it’s own m2 method, it inherits the A class’s method.Figure 7.17 shows how the b object appears in memory. Figure 7.18 showsthe output of the program. First, look at the address of the vtable for eachobject. The two B object’s addresses are the same and thus, they share
 10Of course, this value is already in the ECX register. It was put there in line 8 andline 10 could be removed and the next line changed to push ECX. The code is not veryefficient because it was generated without compiler optimizations turned on.
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 a:vtable address = 004120E8dword 0: 00401320dword 1: 00401350A::m1()A::m2()b1:vtable address = 004120F0dword 0: 004013A0dword 1: 00401350B::m1()A::m2()b2:vtable address = 004120F0dword 0: 004013A0dword 1: 00401350B::m1()A::m2()
 Figure 7.18: Output of program in Figure 7.16
 the same vtable. A vtable is a property of the class not an object (like astatic data member). Next, look at the addresses in the vtables. Fromlooking at assembly output, one can determine that the m1 method pointeris at offset 0 (or dword 0) and m2 is at offset 4 (dword 1). The m2 methodpointers are the same for the A and B class vtables because class B inheritsthe m2 method from the A class.
 Lines 25 to 32 show how one could call a virtual function by reading itsaddress out of the vtable for the object11. The method address is stored intoa C-type function pointer with an explicit this pointer. From the output inFigure 7.18, one can see that it does work. However, please do not writecode like this! This is only used to illustrate how the virtual methods usethe vtable.
 There are some practical lessons to learn from this. One important fact isthat one would have to very careful when reading and writing class variablesto a binary file. One can not just use a binary read or write on the entireobject as this would read or write out the vtable pointer to the file! This isa pointer to where the vtable resides in the program’s memory and will varyfrom program to program. This same problem can occur in C with structs,but in C, structs only have pointers in them if the programmer explicitly
 11Remember this code only works with the MS and Borland compilers, not gcc.
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 puts them in. There are no obvious pointers defined in either the A or Bclasses.
 Again, it is important to realize that different compilers implement vir-tual methods differently. In Windows, COM (Component Object Model)class objects use vtables to implement COM interfaces12. Only compilersthat implement virtual method vtables as Microsoft does can create COMclasses. This is why Borland uses the same implementation as Microsoft andone of the reasons why gcc can not be used to create COM classes.
 The code for the virtual method looks exactly like a non-virtual one.Only the code that calls it is different. If the compiler can be absolutelysure of what virtual method will be called, it can ignore the vtable and callthe method directly (e.g., use early binding).
 7.2.6 Other C++ features
 The workings of other C++ features (e.g., RunTime Type Information,and multiple inheritance) are beyond the scope of this text. If the readerwishes to go further, a good starting point is The Annotated C++ ReferenceManual by Ellis and Stroustrup and The Design and Evolution of C++ byStroustrup.
 12COM classes also use the stdcall calling convention, not the standard C one.
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Appendix A
 80x86 Instructions
 A.1 Non-floating Point Instructions
 This section lists and describes the actions and formats of the non-floating point instructions of the Intel 80x86 CPU family.
 The formats use the following abbreviations:
 R general registerR8 8-bit registerR16 16-bit registerR32 32-bit registerSR segment registerM memoryM8 byteM16 wordM32 double wordI immediate value
 These can be combined for the multiple operand instructions. For example,the format R, R means that the instruction takes two register operands.Many of the two operand instructions allow the same operands. The abbre-viation O2 is used to represent these operands: R,R R,M R,I M,R M,I. Ifa 8-bit register or memory can be used for an operand, the abbreviation,R/M8 is used.
 The table also shows how various bits of the FLAGS register are affectedby each instruction. If the column is blank, the corresponding bit is notaffected at all. If the bit is always changed to a particular value, a 1 or 0 isshown in the column. If the bit is changed to a value that depends on theoperands of the instruction, a C is placed in the column. Finally, if the bitis modified in some undefined way a ? appears in the column. Because the
 159
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 only instructions that change the direction flag are CLD and STD, it is notlisted under the FLAGS columns.
 FlagsName Description Formats O S Z A P C
 ADC Add with Carry O2 C C C C C CADD Add Integers O2 C C C C C CAND Bitwise AND O2 0 C C ? C 0CALL Call Routine R M ICBW Convert Byte to WordCDQ Convert Dword to
 QwordCLC Clear Carry 0CLD Clear Direction FlagCMC Complement Carry CCMP Compare Integers O2 C C C C C CCMPSB Compare Bytes C C C C C CCMPSW Compare Words C C C C C CCMPSD Compare Dwords C C C C C CCWD Convert Word to
 Dword into DX:AXCWDE Convert Word to
 Dword into EAXDEC Decrement Integer R M C C C C CDIV Unsigned Divide R M ? ? ? ? ? ?ENTER Make stack frame I,0IDIV Signed Divide R M ? ? ? ? ? ?IMUL Signed Multiply R M
 R16,R/M16R32,R/M32R16,IR32,IR16,R/M16,IR32,R/M32,I
 C ? ? ? ? C
 INC Increment Integer R M C C C C CINT Generate Interrupt IJA Jump Above IJAE Jump Above or Equal IJB Jump Below IJBE Jump Below or Equal IJC Jump Carry IJCXZ Jump if CX = 0 I
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 FlagsName Description Formats O S Z A P C
 JE Jump Equal IJG Jump Greater IJGE Jump Greater or
 EqualI
 JL Jump Less IJLE Jump Less or Equal IJMP Unconditional Jump R M IJNA Jump Not Above IJNAE Jump Not Above or
 EqualI
 JNB Jump Not Below IJNBE Jump Not Below or
 EqualI
 JNC Jump No Carry IJNE Jump Not Equal IJNG Jump Not Greater IJNGE Jump Not Greater or
 EqualI
 JNL Jump Not Less IJNLE Jump Not Less or
 EqualI
 JNO Jump No Overflow IJNS Jump No Sign IJNZ Jump Not Zero IJO Jump Overflow IJPE Jump Parity Even IJPO Jump Parity Odd IJS Jump Sign IJZ Jump Zero ILAHF Load FLAGS into AHLEA Load Effective Address R32,MLEAVE Leave Stack FrameLODSB Load ByteLODSW Load WordLODSD Load DwordLOOP Loop ILOOPE/LOOPZ Loop If Equal ILOOPNE/LOOPNZ Loop If Not Equal I
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 FlagsName Description Formats O S Z A P C
 MOV Move Data O2SR,R/M16R/M16,SR
 MOVSB Move ByteMOVSW Move WordMOVSD Move DwordMOVSX Move Signed R16,R/M8
 R32,R/M8R32,R/M16
 MOVZX Move Unsigned R16,R/M8R32,R/M8R32,R/M16
 MUL Unsigned Multiply R M C ? ? ? ? CNEG Negate R M C C C C C CNOP No OperationNOT 1’s Complement R MOR Bitwise OR O2 0 C C ? C 0POP Pop From Stack R/M16
 R/M32POPA Pop AllPOPF Pop FLAGS C C C C C CPUSH Push to Stack R/M16
 R/M32 IPUSHA Push AllPUSHF Push FLAGSRCL Rotate Left with Carry R/M,I
 R/M,CLC C
 RCR Rotate Right withCarry
 R/M,IR/M,CL
 C C
 REP RepeatREPE/REPZ Repeat If EqualREPNE/REPNZ Repeat If Not EqualRET ReturnROL Rotate Left R/M,I
 R/M,CLC C
 ROR Rotate Right R/M,IR/M,CL
 C C
 SAHF Copies AH intoFLAGS
 C C C C C
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 FlagsName Description Formats O S Z A P C
 SAL Shifts to Left R/M,IR/M, CL
 C
 SBB Subtract with Borrow O2 C C C C C CSCASB Scan for Byte C C C C C CSCASW Scan for Word C C C C C CSCASD Scan for Dword C C C C C CSETA Set Above R/M8SETAE Set Above or Equal R/M8SETB Set Below R/M8SETBE Set Below or Equal R/M8SETC Set Carry R/M8SETE Set Equal R/M8SETG Set Greater R/M8SETGE Set Greater or Equal R/M8SETL Set Less R/M8SETLE Set Less or Equal R/M8SETNA Set Not Above R/M8SETNAE Set Not Above or
 EqualR/M8
 SETNB Set Not Below R/M8SETNBE Set Not Below or
 EqualR/M8
 SETNC Set No Carry R/M8SETNE Set Not Equal R/M8SETNG Set Not Greater R/M8SETNGE Set Not Greater or
 EqualR/M8
 SETNL Set Not Less R/M8SETNLE Set Not LEss or Equal R/M8SETNO Set No Overflow R/M8SETNS Set No Sign R/M8SETNZ Set Not Zero R/M8SETO Set Overflow R/M8SETPE Set Parity Even R/M8SETPO Set Parity Odd R/M8SETS Set Sign R/M8SETZ Set Zero R/M8SAR Arithmetic Shift to
 RightR/M,IR/M, CL
 C
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 FlagsName Description Formats O S Z A P C
 SHR Logical Shift to Right R/M,IR/M, CL
 C
 SHL Logical Shift to Left R/M,IR/M, CL
 C
 STC Set Carry 1STD Set Direction FlagSTOSB Store BtyeSTOSW Store WordSTOSD Store DwordSUB Subtract O2 C C C C C CTEST Logical Compare R/M,R
 R/M,I0 C C ? C 0
 XCHG Exchange R/M,RR,R/M
 XOR Bitwise XOR O2 0 C C ? C 0
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 A.2 Floating Point Instructions
 In this section, many of the 80x86 math coprocessor instructions aredescribed. The description section briefly describes the operation of theinstruction. To save space, information about whether the instruction popsthe stack is not given in the description.
 The format column shows what type of operands can be used with eachinstruction. The following abbreviations are used:
 STn A coprocessor registerF Single precision number in memoryD Double precision number in memoryE Extended precision number in memoryI16 Integer word in memoryI32 Integer double word in memoryI64 Integer quad word in memory
 Instructions requiring a Pentium Pro or better are marked with an as-terisk(∗).
 Instruction Description FormatFABS ST0 = |ST0|FADD src ST0 += src STn F DFADD dest, ST0 dest += STO STnFADDP dest [,ST0] dest += ST0 STnFCHS ST0 = −ST0FCOM src Compare ST0 and src STn F DFCOMP src Compare ST0 and src STn F DFCOMPP src Compares ST0 and ST1FCOMI∗ src Compares into FLAGS STnFCOMIP∗ src Compares into FLAGS STnFDIV src ST0 /= src STn F DFDIV dest, ST0 dest /= STO STnFDIVP dest [,ST0] dest /= ST0 STnFDIVR src ST0 = src /ST0 STn F DFDIVR dest, ST0 dest = ST0/dest STnFDIVRP dest [,ST0] dest = ST0/dest STnFFREE dest Marks as empty STnFIADD src ST0 += src I16 I32FICOM src Compare ST0 and src I16 I32FICOMP src Compare ST0 and src I16 I32FIDIV src STO /= src I16 I32FIDIVR src STO = src /ST0 I16 I32
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 Instruction Description FormatFILD src Push src on Stack I16 I32 I64FIMUL src ST0 *= src I16 I32FINIT Initialize CoprocessorFIST dest Store ST0 I16 I32FISTP dest Store ST0 I16 I32 I64FISUB src ST0 -= src I16 I32FISUBR src ST0 = src - ST0 I16 I32FLD src Push src on Stack STn F D EFLD1 Push 1.0 on StackFLDCW src Load Control Word Register I16FLDPI Push π on StackFLDZ Push 0.0 on StackFMUL src ST0 *= src STn F DFMUL dest, ST0 dest *= STO STnFMULP dest [,ST0] dest *= ST0 STnFRNDINT Round ST0FSCALE ST0 = ST0× 2bST1c
 FSQRT ST0 =√STO
 FST dest Store ST0 STn F DFSTP dest Store ST0 STn F D EFSTCW dest Store Control Word Register I16FSTSW dest Store Status Word Register I16 AXFSUB src ST0 -= src STn F DFSUB dest, ST0 dest -= STO STnFSUBP dest [,ST0] dest -= ST0 STnFSUBR src ST0 = src -ST0 STn F DFSUBR dest, ST0 dest = ST0-dest STnFSUBP dest [,ST0] dest = ST0-dest STnFTST Compare ST0 with 0.0FXCH dest Exchange ST0 and dest STn
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