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 Logical Consequence and Natural Language∗
 Michael GlanzbergNorthwestern University
 One of the great successes of the past fifty or so years of the study of languagehas been the application of formal methods. This has yielded a flood of results
 in many areas, both of linguistics and philosophy, and has spawned fruitfulresearch programs with names like ‘formal semantics’ or ‘formal syntax’ or‘formal pragmatics’.1 ‘Formal’ here often means the tools and methods of formal logic are used (though other areas of mathematics have played im-portant roles as well). The success of applying logical methods to naturallanguage has led some to see the connection between the two as extremelyclose. To put the idea somewhat roughly, logic studies various languages,and the only special feature of the study of natural language is its focus onthe languages humans happen to speak.
 This idea, I shall argue, is too much of a good thing. To make mypoint, I shall focus on consequence relations. Though they hardly constitutethe full range of issues, tools, or techniques studied in logic, a consequencerelation is the core feature of a logic. Thus, seeing how consequence relationsrelate to natural language is a good way to measure how closely relatedlogic and natural language are. I shall argue here that what we find innatural language is not really logical consequence. In particular, I shallargue that studying the semantics of a natural language is not to study agenuinely logical consequence relation. There is indeed a lot we can glean
 ∗Thanks to Jc Beall for valuable discussions of the topics explored in this paper. Ver-sions of this material were presented at the Conference on the Foundations of LogicalConsequence sponsored by Arche, St. Andrews, 2010, and at Tel Aviv University, 2011.
 Thanks to all the participants there for many helpful questions and comments, and es-pecially to Colin Caret, Josh Dever, Christopher Gauker, Ole Hjortland, Graham Priest,Agustın Rayo, Stephen Read, Stewart Shapiro, and Brian Weatherson. I am especiallygrateful to my commentator at St. Andrews Derek Ball, and to an anonymous referee, forincisive comments.
 1For instance, Portner and Partee (2002), Sag  et al. (2003), and Kadmon (2001).
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 about logic from looking at our languages, and at our inferential practices.
 But, I shall argue here, we only get to logic  proper  by a significant process of identification ,  abstraction , and idealization . We first have to identify what ina language we will count as logical constants. After we do, we still need toabstract away from the meanings of non-logical expressions, and idealize wayfrom a great many features of languages to isolate a consequence relation.This process takes us well beyond what we find in a natural language andits semantics. We can study logic by thinking about natural language, butthis sort of process shows that we will need some substantial extra-linguisticguidance—some substantial idea of what we think logic is supposed to be—todo so. We do not get logic from natural language all by itself.
 This is not a skeptical thesis, about logic or about language. It accepts
 that there are substantial facts about what makes a relation a logical conse-quence relation, and it accepts there are substantial facts about the semanticsof natural language. Nor is it a brief against any particular methods in thestudy of language. Logical methods, as I mentioned, have proved their worthin studying language many times over. It is, rather, an autonomy thesis: thetwo sets of facts are fundamentally autonomous, thought the processes of identification, abstraction, and idealization can forge some connections be-tween them.
 There is one large proviso to the conclusions I just advertised. Defendingthem in their strongest form will require assuming a fairly restrictive view of 
 what logical consequence relations can be like, that distinguishes them fromother related notions. This assumption is entirely consonant with a longtradition in logic. It is certainly the way logic was thought about in the workof Frege and Russell, and others at the turn of the twentieth century whenthe foundations of modern logic were being laid. But in spite of its loftypedigree, this view is not universally shared, and indeed there is an equallyvaunted tradition in logic that rejects it. So, we should not take such a viewfor granted. Even so, my goal here is not to defend any particular view of thenature of logic, but rather to see how natural language relates to logic givenour views on logic’s nature. So, I shall begin by assuming a highly restrictiveview of the nature of logical consequence, and defend my conclusions about
 natural language and logical consequence accordingly. I shall then reconsidermy conclusions, in light of a more permissive view. I shall argue that theconclusions still hold in the main part, but that extremely permissive viewsmight have some ways to avoid them. I shall suggest, however, that suchextreme views run the risk of buying a close connection between logic and
 2
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 natural language at the cost of making it uninteresting, or even trivial.
 My discussion in this paper will proceed in five sections. In section I, Ishall motivate the idea that logic and language are closely connected, andspell out my contrary thesis that they are not. I shall also briefly discuss someideas about logic and related notions I shall rely on throughout the paper. Insection II, I shall offer my main argument that logic and natural language arenot so closely connected. In doing so, I shall articulate a little of what I thinkthe semantics of a natural language is like, and show how entailments, but notlogical consequence relations, are found in natural language. The argumentsof section II will presuppose a restrictive view of logical consequence. Insection III, I shall reconsider those arguments from a permissive view of logical consequence. I shall argue that my main conclusions still hold, though
 perhaps in weakened form, and some important qualifications are in order.I shall then show in section IV how one can move from natural language tological consequence by the three-fold process of identification, abstraction,and idealization. Finally, I shall offer some concluding remarks in section V.
 I Preliminaries and Refinements
 It is very common, at least in some circles, to speak of a logic and a languagein the same breath. This perhaps makes the idea that logical consequenceand semantics of natural language are closely related an inviting one. The
 principal thesis of this paper is that they are not so closely related. However,this thesis stands in need of some refinement, and some important qualifica-tions.
 To provide them, I shall begin by briefly articulating the perspectivethat sees logic and language as closely connected. I shall then discuss thenotion of logical consequence itself, and distinguish more permissive andmore restrictive views on the nature of logical consequence. That will allowus to distinguish (restrictive) logical consequence from some related notions.With these preliminaries in hand, I shall be able to formulate a more refinedversion of my main thesis. I shall conclude this section with some discussion
 of what the thesis implies about the application of formal methods to naturallanguage semantics.
 3
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 I.1 Logics and Languages
 For many logicians, it is languages, i.e. formal languages of particular sorts,that are the primary objects of study. A fairly typical example is the textbookof Beall and van Fraassen (2003), which studies formal languages comprisedof a formal syntax, a space of valuations of sentences of the syntax, and a rela-tion of satisfaction between sentences and valuations. Logical consequence ispreservation of satisfaction (in most cases, preservation of designated value).This particular textbook focuses on sentential logic, so the valuations aretypically determined by assignments of truth values to atomic sentences, butthey could very well be determined by models of the right sorts, and forquantificational languages, they will be.
 Making such languages the basic elements of logic is especially conve-nient for the study of a variety of logics, as it gives a natural unit of studythat can vary. We ask about different languages, and explore and comparetheir logical properties. But the connection might well go deeper, and insome ways, it must. Genuine logical relations are interesting not just fortheir abstract properties, but what they tell us about connections betweenmeaningful sentences, which express what we think. Conversely, the basisfor a consequence relation is often thought to be found in the meanings of sentences. For instance, Beall and van Fraassen (2003, p. 3) write:
 Logic pertains to language. In a logical system we attempt to
 catalog the valid arguments and distinguish them from the onesthat are invalid. Arguments are products of reasoning expressedin language. But there are many languages and different lan-guages may have a different structure, which is then reflected inthe appropriate logical principles.
 When we look for valid arguments, we look at meaningful language as themedium of expressing them. But moreover, we think of the meanings of sentences as crucial for determining whether or not an argument is valid.Thus, we tend to think of the languages that provide consequence relationsas genuine languages, capable of expressing thoughts in much the ways ournatural languages do.
 Combining these ideas, we can formulate two theses. The first is thelogics in formal languages thesis :
 Logical consequence relations are determined by formal lan-guages, with syntactic and semantic structures appropriate to
 4
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 isolate those relations.
 The logics in formal languages thesis is not entirely trivial, but it is notparticularly controversial either. Working in terms of formal languages isone theoretical choice among many on how to develop important logical no-tions. Like any theoretical choice, it has various consequences that mightbe weighed differently, but there is little room to say it could be outrightwrong. Perhaps more controversial is the idea that there are multiple logicsassociated with multiple languages. This might be challenged, and strongideas about logical pluralism are indeed controversial. I shall return to someissues surrounding this point in a moment. But for now, I shall simply ob-serve that the logics in formal languages thesis is optional, but by itself not
 very contentious. I formulate it to help frame the next thesis, which will begenuinely contentious.
 The key idea of the logics in formal languages thesis is that formal lan-guages are the unit of study for logic, and so, formal languages must de-termine consequence relations. A formal language is a bundle of elements,usually containing something like a synax, a space of valuations or models,and a relation of satisfaction. A consequence relation is definable from these,typically as preservation of designated value. Variation in ways of presentingformal languages will allow for variation in how consequence relations aredefined on them, but the important idea is that formal languages containenough elements that consequence relations can be defined on them alone,
  just as we see in the typical case. Thus, the logics in formal languages thesesholds that consequence relations are   in   formal languages, in the sense thatthey are definable from them. I shall likewise sometimes talk about languagescontaining  consequence relations.2
 As we just discussed, it is inviting to think that these formal languages areimportantly like natural language. How alike? I suggest the key idea is thata natural language shares important logical features with formal languages.Most importantly, they share the feature of containing logical consequencerelations. Thus, studying a range of formal languages may expand our hori-zons, but it shows us more of what we already can find in natural language.
 This leads to our second thesis, the  logic in natural language thesis :2Thus, the claim that a language contains a logic is much stronger than the claim
 that we can talk about a logic in the language. We can talk about all sorts of things inlanguages that are not definable on the language itself. We can talk about physics in alanguage too, but I doubt any formal or natural language contains physics.
 5
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 A natural language, as a structure with a syntax and a semantics,
 thereby determines a logical consequence relation.The syntax of natural languages differ from that of our favorite formal lan-guages, and in some ways, perhaps, their semantics does too. But regardless,according to the logic in natural language thesis, they are just more lan-guages, and determine logics just like formal languages do.3
 Whereas the logics in formal languages thesis is relatively banal, the logicin natural language thesis is one I shall argue against. But, just how strongthe thesis is, and what it takes to argue against it, depends on how weview consequence relations. Before we can get an accurate statement of thethesis, and an adequate appreciation of what rejecting it amounts to, we
 must consider what counts as a logical consequence relation.
 I.2 Logical Consequence
 In this section, I shall briefly review some ideas about logical consequence.My goal here is limited. I shall not try to defend a view of the nature of logical consequence; rather, I shall try to survey enough options to betterframe the logic in natural language thesis.
 At its core, logic is the study of valid arguments, as Beall and van Fraassensay above. Of course, this is not all that logicians study, as the many topicsin such areas as set theory, model theory, or recursion theory make clear. But
 this is the core feature that makes logic logic. Logical consequence is thatrelation that makes arguments valid: it is the relation that holds betweena set of sentences and a sentence when the first set comprises the premisesand the second sentence the conclusion of a valid argument.4 But then theimportant question about the nature of logical consequence is simply whatmakes an argument valid? There are a few key ideas that I shall suppose forargument’s sake. As I mentioned, my aim here is not to provide a definitive
 3This attitude is perhaps most strongly expressed by Montague (1970, p. 222), whowrites “There is in my opinion no important theoretical difference between natural lan-guages and the artificial languages of logicians; indeed, I consider it possible to comprehendthe syntax and semantics of both kinds of languages within a single natural and mathe-matically precise theory.” At least, so long as we take the semantics of artificial languagesto include a consequence relation, then Montague’s view includes, and goes well beyond,the logic in natural language thesis.
 4Of course, things can be complicated here in various ways, but we will not reach alevel of detail where such complications would matter in this discussion.
 6
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 analysis of the notion of logical consequence—that would be far too hard a
 task. Rather, I simply want to say enough to distinguish logical consequencefrom some of its neighbors.Perhaps the main feature of logical consequence is what is sometimes
 called   necessity : if   S   is a consequence of a set  X   of sentences, then thetruth of the members of  X   necessitates the truth of  S , or equivalently, itis impossible that each element of  X   be true and  S   be false. What makesan argument valid, necessity notes, is in part that the conclusion cannot befalse while the premises are true. This is imprecise, as the notion of necessityat work is not spelled out. Even so, it is sufficient to distinguish logicalconsequence from, for instance, inductive support. Even a sentence whichenjoys strong inductive support on the basis of some assumptions can fail to
 be true while the assumptions are true.5Necessity is one of the main features of any relation we would call a logical
 consequence relation. Another, especially in the tradition of Tarski (1936)or Quine (e.g. Quine, 1959, 1986), is what is sometimes called   formality .Formality is hard to spell out in full generality, but the main idea is thatlogical consequence is somehow a ‘formal’ relation, holding in virtue of theforms of the sentences in question. This condition is typically taken to ruleout implications like ‘John is Bill’s mother’s brother’s son, therefore, John isBill’s cousin’ as not genuinely logical. It is not, the reasoning goes, because itrelies for its validity on the specific meaning of ‘cousin’ rather than the formal
 properties of the sentence. Of course, how formality is implemented dependson just what we take the relevant ‘formal’ structure of a sentence to be.Whereas necessity is likely to be recognized as a requirement on consequencerelations across the board, formality is more contentious, and how far it willbe accepted will depend on how it is spelled out.
 One leading approach to spelling out formality, since Tarski if not ear-lier, has been to identify special logical structure, and propose that logicalconsequence must hold in virtue of only that structure. It is thus formal inthat it holds in virtue of specified structure or form in sentences. In the post-Tarskian tradition, we often capture this by insisting that there are privilegedlogical constants  in sentences, and logical consequence holds in virtue of their
 properties. Spelled out in a model-theoretic way, the idea is that logical con-sequence holds solely in virtue of the meanings of the logical constants, and
 5My discussion of logical consequence relies heavily on those of Beall and Restall (2009)and MacFarlane (2009).
 7
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 hence, we hold those meanings fixed, but allow all other meanings to vary,
 as we work out model-theoretic consequence relations.Necessity and formality may well interact. For instance, they do in thestandard post-Tarskian model-theoretic view of consequence. This view relieson a range of models to characterize the consequence relation. The modelsthus provide the possibilities which give substance to necessity. They alsoimplement formality, by allowing the meanings of all the non-logical termsof a language to vary freely, and thereby single out logical constants whosemeanings underlie validity. They thus offer a combined version of both for-mality and necessity. The effect of this combination is enough to rule outfamiliar analytic entailments as not logical consequences. The ‘cousin’ infer-ence is an example, and indeed, so is ‘Max is a bachelor, therefore, Max is
 unmarried’, which also fails to be a logical consequence on many views.6When implemented this way, necessity and formality are often under-
 stood as conspiring to make logical consequence a very narrow notion. Wesee this, for instance, in the way they rule out analytic entailments as notlogical. Behind this conclusion is a very general attitude towards logic, whichholds there are substantial constrains on what makes for genuine logical con-sequence, and finds that only such a narrow notion meets those constraints.This attitude is a long-standing one in the philosophy of logic. It is mostprominent in the strand of logic starting with late 19th century develop-ments in the foundations of mathematics in work of Frege and Russell (e.g.
 Frege, 1879; Russell, 1903; Whitehead and Russell, 1925–27), going throughsuch figures as Godel (1930) and Skolem (1922), and then moving on toTarski (1936) and Quine (1986), to more recent work by Etchemendy (1990),Shapiro (1991), and Sher (1991), among many others. This tradition is notuniform in its views of what grounds logical consequence (for instance, Fregeand Quine and Tarski would see the formality constraint very differently).But it is uniform in thinking that there is some important underlying notionof logic, and that logic plays particular roles and has a particular status. Itsspecial epistemological status was especially important in discussions of logi-cism, and its metaphysical status in discussions of ontological commitment.
 6There is considerable historical debate over just what Tarski’s view of logical conse-quence was, sparked, in large part, by Etchemendy (1988). For this reason, I have talkedabout the ‘post-Tarskian view’, which is embodied in standard contemporary model the-ory. This view no doubt stems from work of Tarski, whether it is Tarski’s original view ornot. For a review of some of the historical work on this and related issues, see Mancosu(2010).
 8
 ConsequenceLanguage—August 9, 2012

Page 9
                        

8/13/2019 Consequence Language.pdf
 http://slidepdf.com/reader/full/consequence-languagepdf 9/59
 Both features are apparent in the discussions of the role of logic in the foun-
 dations of mathematics as first order logic emerged in the early 20th century.This tradition sees substantial constraints on what makes a relation logicalconsequence, which flow from the underlying nature of logic. These con-straints substantially restrict what can count as logic. This tradition is thus,as I shall call it,  restrictive , in that it provides highly restrictive constraintsanswering to a substantial underlying notion.
 There is another, more  permissive , tradition in logic, going hand-in-handwith work on ‘non-classical’ or ‘non-standard’ logic. This tradition also has avaunted pedigree. The range of ideas and issues that it encompasses is verywide, but some of them can be traced back to Aristotle, and were importantin the lively medieval logical literature.7 The permissive tradition does not
 necessarily abandon the idea that there is some underlying notion of logicalconsequence, but it interprets the idea much more broadly, and sees muchmore variety in how the constraints on logical consequence might be applied.The result is a willingness to consider a range of logics as at least candidatesfor showing us logical consequence relations. It is perhaps natural to thinkof the permissive approach as going hand-in-hand with  logical pluralism  (e.g.Beall and Restall, 2006). If it does, then it will think that more than one logicgenuinely is logic. But permissive views certainly need not be completelyindiscriminate. For instance, many logicians in the relevance tradition havedoubts about whether classical logic really is logic, often driven by the so-
 called paradoxes of implication.Permissive views need not reject the ideas of necessity and formality, andnotably, Beall and Restall’s logical pluralism does not. But they will inter-pret these notions more expansively than many classically oriented restrictiveviews do. One way they can do so is to expand or contract the range of pos-sibilities which inform the necessity constraint, or modify the way truth in acircumstance is characterized. They can also vary the range of logical con-stants which give content to formality. Both have been done, many times formany different reasons. Often some combination of both proves fruitful.
 Another axis on which we might compare views of logical consequenceis according to how broad or narrow a notion of consequence they accept.
 Classical logic, for instance, is narrower than a consequence relation that7I am not qualified to review this history, so I shall defer to experts such as Kneale
 and Kneale (1962), Kretzmann et al. (1982), Read (in press), Smith (1995), and the manyreferences they cite. For a review of more contemporary developments, see Priest (2008)and the many references therein.
 9
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 includes analytic entailments like the ‘bachelor’ entailment. These issues are
 substantially independent of those of permissive versus restrictive views. Howbroad or narrow the notion(s) of consequence you accept are is determined by just which constraints you impose, not the general issue of permissive versusrestrictive approaches. Even so, we may expect permissive views to morereadily entertain a range of broader consequence relations than restrictiveviews do. Likewise, in introducing the restrictive view, I noted that it tendsto indicate narrow notions of logical consequence. It will thus simply ourdiscussion to assume that restrictive views are committed to only a narrownotion of consequence, while permissive views can entertain broad ones aswell. This reflects a trend in thinking about consequence, but it is a sim-plification. For one reason, it leaves out that permissive views might well
 entertain more narrow consequence relations than restrictive views do. But,it will be a useful simplification to make.
 For discussion purposes, I shall usually assume that the restrictive viewis going to opt for something like classical logical consequence, as in fact thetradition I associated with the restrictive view did opt for; while permissiveviews can consider consequence relations that reflect other sorts of entail-ments. I shall not worry here about differences within classical consequencerelations, like first versus second order logics.8 In light of the logics in formallanguages thesis, and the way we have glossed the constraints of necessityand formality, it will be natural to assume a model-theoretic account of con-
 sequence relations, both classical and otherwise. This assumption will setup the most likely route to the logic in natural language thesis, so it is aharmless one to make here.9
 I.3 Implications and Entailments
 We now have at least roughly sketched some ideas about logical consequence,and distinguished permissive from restrictive views of consequence. In what
 8Type theories are used in a great deal of work in semantics, but as we will see insection II, not in a way that directly indicates a consequence relation.
 9I thus have relatively little to say about proof-theoretic accounts of logical consequence,
 for instance, as explored in work of Dummett (e.g. Dummett, 1991) and Prawitz (e.g.Prawitz, 1974), all building on seminar work of Gentzen (1935). For a recent survey,see Prawitz (2005). In that survey, Prawitz explicitly endorses the general constraints of necessity and formality, though of course, not the model-theoretic gloss on them I typicallyemploy here.
 10
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 follows, I shall argue against the logic in natural language thesis on the basis
 of those ideas, especially on the basis of restrictive views of consequence.But when it comes to natural language, it will be important to distinguishlogical consequence from potentially broader related notions, such as we havealready seen with analytic entailments. In this section, I shall review someof these notions.
 To fix terminology, let us start with  implication . I shall take this termto be very broad, covering many relations between sentences including notonly logical consequences and subspecies of them, but looser connections likethose captured by defeasible inference. Following the philosophy of languagetradition, we might also see implications between utterances of sentences,often defeasible, such as the one discussed by Grice (1975) that typically
 obtains between ‘There is a gas station around the corner’ and ‘It is open’.By restrictive lights, implication is much broader than logical conse-
 quence, but it is such a wide and loose notion that it is not clear if it isapt for formalization even by a very broad notion of consequence. Permis-sive approaches have done substantial work on some species of it, notablydefeasible inference.10 Some attempts have been made to make rigorous thecomputations that might support implicatures, but they tend to focus moreon computation than consequence per se.11
 Within the broad category of implications, two specific notions will beimportant. One, narrow logical consequence (i.e. classical first order con-
 sequence or something thereabouts), we have already seen. The other isentailment . I shall understand entailment as a truth-conditional connection:P   entails  Q  if the truth conditions of  P  are a subset of the truth conditionsof  Q. The usual modification for multiple premises holds. We already haveseen enough to know that entailment is a wider notion than narrow logicalconsequence. Analytic entailments like the ‘cousin’ implication above areentailments by the current definition, but not narrow logical consequences.By many lights, entailments go beyond analytic entailments. They will forinstance, if truth conditions are metaphysically possible worlds. If so, andassuming Kripke-Putnam views of natural kind terms, then ‘x is water, there-fore  x   is  H 2O’ is an entailment. We will encounter more entailments as we
 proceed. What we need now is simply that entailment is a markedly broadernotion than narrow logical consequence, though narrower than some notions
 10See, for instance, Antonelli (2005). See Horty (2001) for a survey of related ideas.11See, for instance, Asher and Lascarides (2003) and Hirschberg (1985).
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 of implication, including implicatures like the ‘gas station’ one.
 We now have seen three related ideas. A very broad notion of implication,a very narrow notion of logical consequence, and an intermediate notion of entailment. Permissive views of logic have done extensive work to capturenotions of entailment as broad consequence relations. Indeed, such work hasidentified a number of distinctions within the category of entailment.12 As Inoted above, permissive views have also attempted to capture some aspectsof the wide notion of implication. So, we should not think these relationsto be beyond the range of permissive approaches to logical consequence,so long as they are broad enough in their notions of consequence. Theyare, however, clearly beyond the range of the restrictive view, and fail tooffer narrow consequence relations. We will see in section II.2 that natural
 language presents us with a striking variety of entailments, but I shall argue,not narrow logical consequence.
 I.4 The Refined Thesis
 Now that we have some preliminaries about logic and related notions out of the way, we can return to the main claims of this paper. Above I formulateda thesis of logics in formal languages that claims that consequence relationsare determined by formal languages. (Both the permissive and restrictiveapproaches are compatible with this thesis.) But the important thesis for thispaper is the more contentious logic in natural language thesis, which holdsthat a natural language, construed as including a syntax and a semantics,determines a logical consequence relation. The main contention of this paperis that the logic in natural language thesis is false. I shall argue that it isclearly false if we adopt the restrictive view of logical consequence. Thereare no doubt entailment relations in natural language, determined by thesemantics of a language, and there are many other implication relations aswell. But the semantics and syntax of a natural language does not determinewhat the restrictive view of consequence takes to be a logical consequencerelation.
 If we adopt the permissive view, this claim becomes rather more nuanced.
 I shall argue that we still have good reason to think the logic in naturallanguage thesis is false, even if we adopt a permissive view. However, I shallalso grant that there are some, perhaps extreme, permissive views that might
 12See, for instance, Anderson and Belnap (1975) and Anderson  et al. (1992).
 12
 ConsequenceLanguage—August 9, 2012

Page 13
                        

8/13/2019 Consequence Language.pdf
 http://slidepdf.com/reader/full/consequence-languagepdf 13/59
 support some forms of the thesis. Even so, I shall argue, they run the risk of 
 stretching the notion of logic too far, and thereby undercutting the interestand importance of the thesis.Though I shall argue against the logic in natural language thesis here, I
 shall not claim there is no connection between logic and natural language.We can glean some insight into logical consequence, and indeed even narrowlogical consequence, by studying natural language. The reason is that theentailments and other implications we do find in our languages, and our widerinferential practices, provide a rich range of examples around which we canstructure our thinking about logical consequence. But to do so correctly, wemust get away from the entailments and implications of a human languageand human inferential practice, and isolate genuine logical consequence. I
 shall argue that the strategy of identification, abstraction, and idealizationI mentioned above is a useful one for taking this step, given the kinds of information that natural languages really do provide for us. I shall arguethat even the permissive view needs to take these steps, to get theoreticallysubstantial logics out of natural language. It may be that for the permissiveview, some of the steps may be shorter than those the restrictive view needsto take, but the same kinds of steps must be taken by both.
 I.5 No Logic in Semantics?
 I am proposing that in a narrow sense, natural language has no logic, and Ithereby echo Strawson’s famous quip (Strawson, 1950). Though I echo someof the letter of Strawson, I do not follow the spirit. To make this vivid, let mespell out several things I am not claiming. First and foremost, if we adopt arestrictive view and accept only narrow consequence as consequence, sayingwe do not find logical consequence in natural language does not by any meanssay that natural language is immune to study by formal or mathematicalmethods.13
 In fact, we will see a number of places where we find that natural lan-guage semantics makes productive use of tools and techniques from logic. I
 13The original from Strawson (1950, p. 27) reads, “Neither Aristotelian nor Russellian
 rules give the exact logic of any expression of ordinary language; for ordinary language hasno exact logic.” I am not sure exactly what Strawson has in mind here, but it is commonto read him as advocating the view I reject, that natural language is immune to studyby formal methods. As I like many of the arguments of Strawson’s paper, I often tell mystudent to pay close attention to every part of it except the last line.
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 shall explain as we proceed how this can happen without indicating a nar-
 row consequence relation in natural language, and indeed, seeing how thishappens will provide good reasons for rejecting the logic in natural languagethesis. Once we see how we really use logic in the study of natural languagesemantics, the thesis loses its intuitive appeal.
 The applicability of logical methods to the study of language, in spite of the failure of the logic in natural language thesis, should not itself be surpris-ing. In singling out the notion of logical consequence as the core of logic, weshould not be blind to the impressively wide range of applications of logical(and more generally, formal) methods, which goes well beyond the study of logical consequence per se. Logical structure, in the rough sense of what istractable via the methods of logic, can be found in many places. Computer
 science finds it in the organization of data and computation, linguistics findsit not only in some aspects of semantics, but in the syntactic organization of parts of sentences. Sociologists find it in the organization of social networks.Indeed, some of the core underlying structures of logic, like Boolean algebras,seem to be found practically anywhere you look for them.
 From a restrictive point of view, many of these applications go beyond thestudy of logical consequence. For instance, the syntactic structure of humanlanguage seems clearly not to be a matter of logical consequence accordingto a restrictive approach, even if we can represent substantial portions of itwith the formalisms of logic via the Lambek calculus (Lambek, 1958; van
 Benthem, 1991; Moortgat, 1997). From a very permissive point of view,say, one which is happy to talk about a logic of syntax via the Lambekcalculus, things may look somewhat different. But as I said above, I shallargue they are not all that different. We do not get to clearly articulatedbroad consequence relations in studying language without departing fromthe on-the-ground study of language, even if our methods are formal ones.
 Denying the logic in natural language thesis in no way argues we shouldput aside logic when we come to study natural language. Rather, it arguesthat we should see logical consequence proper and the semantics of natu-ral language as substantially autonomous, but linked by such processes asabstraction and idealization.
 14
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 II The Logic in Natural Language Thesis
 from the Restrictive Point of View
 We now have a more careful articulation of my main claims, that the logicin natural language thesis fails, but that natural language and logic canbe connected by the three-fold process of identification, abstraction, andidealization. My defense of these claims will come in three parts. First,in this section, I shall argue against the logic in natural language thesisassuming a restrictive view of logical consequence. In the next section III,I shall reconsider those arguments from a permissive point of view. I shallthen turn to how to bridge the gap between natural language and logic insection IV.
 My discussion of the logic in natural language thesis here will presentthree arguments. The first will argue against the thesis directly, by show-ing that the semantics of natural language does not provide a consequencerelation. The second and third will show that there is no way around thisconclusion. The second argument will show that the implications naturallanguage does provide to us are not generally logical consequences. Thethird will show that natural language does not distinguish logical constants,and so formality cannot be read off the structure of natural language. Thus,we find no consequence relation in the semantics of natural language proper,and cannot find one encoded in natural language by more indirect means.
 Throughout this section, I shall assume a restrictive view of consequencewithout further comment.14
 II.1 Semantics, Model Theory, and Consequence Re-
 lations
 In this section, I shall argue that consequence relations are not providedby the semantics of natural language the way they are provided by formallanguages (assuming the logics in formal languages thesis). This is so, I shallargue, even assuming a truth-conditional approach to semantics, and evenassuming its model-theoretic variant. The model theory we do for semantics
 14To come clean, I am inclined to take a restrictive view, and claim that something likeclassical logical consequence is the right notion (though I am not really decided on issueslike those of first versus second order logic, the status of intensional logic, etc.). But it isnot my goal to defend any such views here.
 15
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 is not the sort of model theory that provides model-theoretic consequence
 relations (and might be better called something other than ‘model theory’).To argue this, I shall first lay out a little of what I think the semanticsof a natural language is like. This will show that a viable natural languagesemantics, in particular, a viable truth-conditional semantics, cannot providea model-theoretic consequence relation. I shall then explain why this is thecase in spite of the apparent use of model theory in so-called ‘model-theoreticsemantics’, and discuss some aspects of how model-theoretic techniques canshed light on natural language without providing consequence relations.
 II.1.1 Absolute and Relative Semantics
 Many logicians, lured by the siren song of natural language, have found them-selves thinking of model theory as applying to fragments of natural language.This trend got a huge boost in the 1960s and 1970s with developments in themodel theory of intensional logics, which made applications to natural lan-guage easy to find (e.g. Montague, 1968; Scott, 1970). Eventually, Montague(e.g. Montague, 1970, 1973) in effect proposed that to do the semantics of natural language includes doing its model theory (and proposed that it couldreally be done). More might be required, e.g. Montagovian meaning postu-lates. But along the way to giving a semantics in the Montagovian mold, youwill provide a whole space of models, and determine truth in those modelsfor sentences, and so, you will have done your model theory. If this was
 right, then the logic in natural language thesis would be sustained (thoughwe would want to check that the result lived up to restrictive standards).Indeed, this is the main reason the logic in natural language thesis might bethought to be correct.15
 I shall argue that this is a mistake. This will show that the Montagovianroute to the logic in natural language thesis fails. Moreover, it will show
 15For more recent presentations of Montague Grammar, see for instance Dowty   et al.
 (1981) or Gamut (1991). Other important early contributions along similar lines includeCresswell (1973) and Lewis (1970). Of course, these works did not appear in a vacuum,and earlier works of Frege (e.g. Frege, 1891), Tarski (e.g. Tarski, 1935), Carnap (e.g.Carnap, 1947), Church (e.g. Church, 1940), Kripke (e.g. Kripke, 1963), and others standas important predecessors.
 Though Montague and a number of these other authors link logic and natural language,this marks a departure from the main trend of early work in the restrictive traditionI discussed in section I. Frege and Russell, for instance, saw only distant connectionsbetween logic and natural language.
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 that the semantics of natural language does not build in a consequence re-
 lation in anything like the way the Montagovian route supposes. I take thisto be a good reason to reject the logic in natural language thesis, though Ishall provide two other reasons below. My argument goes by way of a re-consideration of an old debate about model-theoretic semantics for naturallanguage. The debate, between neo-Davidsonian advocates of so-called ‘ab-solute’ truth-conditional semantics challenged the idea that model-theoretictechniques could be used to study natural language at all.
 The debate takes place within a program of truth-conditional semanticsfor natural language. The goal of this program is to provide an account of akey aspect of speakers’ linguistic competence. In particular, semantics seeksto provide an account of what a speaker understands when they grasp the
 meanings of their sentences, i.e. what they know when they know what theirsentences mean.
 I shall take it for granted that truth conditions provide a central aspectof this knowledge. A key part of what a speaker knows when they know themeaning of ‘Snow is white’ is precisely that it is true if and only if snow iswhite. This is a non-trivial assumption, rejected, for instance, by a numberof conceptual role or cognitive approaches to semantics. I think it is correct,but I shall not defend it here. Rather, I shall take it a starting point forasking about how logic, and particularly consequence relations, might findtheir way into natural language.16
 16For discussion of this role for truth conditions, see for instance Higginbotham (1986,1989b), Larson and Segal (1995), and Partee (1979).
 The important question, of course, is whether this assumption is correct; and on thatpoint, I do not have much to add to the current literature, and this is certainly not theplace to pursue the issue in depth. But, one might wonder if making this assumptionmakes my whole argument somewhat parochial. I do not think it does. At least inempirically-minded work in semantics and related work in philosophy, truth-conditionalsemantics is a well-established research program. It might well be the dominant one (Ithink it is), though it is not my intention to dismiss work in cognitive semantics, which hasbeen important in the literature on lexical semantics. Whether it is the dominant researchprogram or not, truth-conditional semantics certainly enjoys a sufficiently important placein research in semantics to make asking about its connections to logic an important one.If, as I believe, assuming a truth-conditional perspective is correct, then all the more so.
 In the less empirically-minded literature in philosophy of language, there has been morediscussion of conceptual role theories of meaning, inferentialist theories of meaning, anduse theories of meaning. But, these have never really gotten off the ground as empiricaltheories. Of course all these deserve more discussion, but from the empirically-mindedperspective I am adopting here, they to not really provide well-developed alternatives to
 17
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 From this starting point, it is no surprise that logicians have sometimes
 found a very close connection between semantics and model theory, andthrough that, a connection with logical consequence, just as the logic innatural language thesis would have it.17 Models, after all, seem just right toplay the role of individual conditions under which the sentences of a languageare true. So, to specify the truth conditions of a sentence, we might suppose,is precisely to specify the class of models in which it is true. This is one of the key components of Montague’s own approach to the semantics of naturallanguage (e.g. Montague, 1973).18
 On this view, a good semantic theory will, among things, assign sets of models to sentences, which are taken to capture their truth conditions. Of course, we want more than that; not least of which, we want our theory to
 correctly derive the truth conditions of sentences from the meanings of theirparts (we presumably want some form of   compositionality  to hold). Puttingthese two together, a reasonable requirement for a theory which will assignsets of models as truth conditions is that it can derive results like:
 (1) For any model  M, ‘Ernie is happy’ is true in  M   ⇐⇒   ErnieM ∈happyM.
 truth-conditional semantics.17Though in many cases, logicians are more interested in the pure mathematics than the
 psychology. This was certainly Montague’s attitude. As Thomason (1974, p. 2) puts it,“Many linguists may not realize at first glance how fundamentally Montague’s work differs
 from current linguistic conceptions. Before turning to syntactic theory, it may therefore behelpful to make a methodological point. According to Montague the syntax, semantics, andpragmatics of natural languages are branches of mathematics, not of psychology.” (Forfurther discussion, see again Partee (1979), or Zimmermann (1999).) Perhaps this wasnot realized by many, and it is perhaps no surprise that authors such as Higginbothamidentified with the neo-Davidsonian tradition in semantics. But whether intended byMontague or not, some aspects of his apparatus have been incorporated into an approachto semantics within the broader tradition of generative linguistics, as is witnessed by thetextbooks of Chierchia and McConnell-Ginet (2000) and Heim and Kratzer (1998). I shallbriefly discuss what of Montague’s apparatus got so-incorporated below, but a more fulldiscussion shall have to wait for other work in progress. Finally, I should note that thegeneral idea that semantics has something to do with what we know when we know alanguage can be completely divorced from the Chomskian perspective of Higginbotham or
 Larson and Segal, as in work of Dummett (e.g. Dummett, 1991).18In sketching Montague’s ideas, I am suppressing a great deal of detail that is not
 important for the issue at hand. For instance, Montague’s approach also relies on otherelements, including categorial grammar, intensional type theory, and meaning postulates,but these do not change the basic place of models in the theory.
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 (ErnieM is the extension (or other appropriate value) of ‘Ernie’ in M.) If we
 can do this for a large fragment of a human language, compositionally, theview holds, we have thereby elaborate a good semantic theory.In many applications, the models involved are modal, and contain a set of 
 possible worlds, as in the classic Montague (1973) or Lewis (1970). But theassignment of semantic values is still done relative to a model, as well as to aworld, and sometimes a time. We will not be worried here about intensionalconstructions, so we can just think about assigning reference and truth in amodel. In the long run, the use of intensional model theory might well affectwhat consequence relations are at issue, but it will not affect the basic routefrom truth conditions to models to consequence, so we can safely ignore thisissue here.
 The model-theoretic or Montagovian approach to truth-conditional se-mantics is one of two classic approaches. The other, following Davidson(1967) (who himself in some ways follows Tarski 1935), emphasizes derivingclauses like:
 (2) ‘Ernie is happy’ is true   ⇐⇒   Ernie is happy.
 Davidson, following Quine (e.g. Quine, 1960), emphasized the extensionalnature of such a theory, and also its non-model-theoretic pedigree. No modelis mentioned, and clauses like these are typically derived from statements of reference and satisfaction properties, like that ‘Ernie’ refers to Ernie. Butwhat is most important for us is that the resulting T-sentences or disquota-tional statements state the truth conditions of sentences.19
 It may look like these two approaches do essentially the same thing. Oneis more proof-theoretic, emphasizing theories that can derive canonical state-ments of truth conditions. The other is more model-theoretic, explicitly re-ferring to models. Yet both seem to be in the business of working out how thetruth conditions of a sentence are determined by the reference and satisfac-tion properties of its parts. Both thereby hope, in light of the assumptionswe have made about meaning, to represent some important aspects of aspeaker’s knowledge of meaning, i.e. their semantic competence.
 In spite of this, it is often thought that the two approaches to semantics
 are very different. In fact, it has been argued, notably by Lepore (1983), thatmodel-theoretic semantics is somehow defective, or at least less satisfactory
 19Davidson himself did not ascribe to some of the assumptions about linguistic compe-tence I made above, but some neo-Davidsonians do, including Higginbotham and Larsonand Segal cited above.
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 than absolute semantics (cf. Higginbotham, 1988). Far from being variants
 on the same basic idea, Lepore argues, the model-theoretic approach hasbuilt-in failings that make it inappropriate for doing semantics at all, and itis hardly equivalent to a neo-Davidsonian semantics.
 Though I do not think the morals to be drawn from this argument arewhat many neo-Davidsonians do, there is something importantly right aboutthe argument, and it will reveal something important about the connectionsbetween logical consequence and truth-conditional semantics. This will laythe groundwork for rejecting the logic in natural language thesis.
 Lepore’s main point is that model-theoretic semantics can only providerelative   truth conditions: i.e. conditions for truth in or relative to a model.And, you can know those and not know what the sentence means. You
 can know that for any model, ‘Snow is white’ is true in that model if theextension of ‘white’ in that model includes the referent of ‘snow’, withouthaving any idea what the sentence means. You could have no idea that ittalks about snow, or whiteness. It is no better than knowing that ‘The momeraths outgrabe’ is true in a model if the extension of ‘raths outgrabe’ in themodel includes the referent of ‘the mome’ in the model. We know that, but(I at least) have no idea what this sentence means.20
 Davidsonian or   absolute   statements of truth conditions, of the kind weget from techniques stemming from Tarski’s work on truth (Tarski, 1935),do tell you much more. They tell you the sentence ‘Snow is white’ is true
 if and only if snow is white, which is what we wanted. As you do in factunderstand what ‘snow’ and ‘white’ mean, this tells you much more than thatin any model, some element falls in some extension. It tells you that thisstuff—snow–has this color—white. Similarly, we cannot, in a language weunderstand, write down a T-sentence for the Lewis Carroll ‘The Mome rathsoutgrabe’. Hence, Lepore argues, the model-theoretic approach to semanticsfails to characterize enough of what speakers know about the meanings of their words and sentences, while the absolute or neo-Davidsonian approachdoes much better.
 I think the conclusion of this argument is correct. It follows that we do notprovide a consequence relation as part of the semantics of natural language.
 In particular, it follows that we do not provide a model-theoretically definedconsequence relation, by providing a space of models and a truth in a modelrelation, in the course of natural language semantics. Thus, natural language
 20Philosophers of language have thus long been indebted to Lewis Carroll (Carroll, 1960).
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 semantics does not do what is taken for granted by the logic in natural
 language thesis, and so, the thesis looks doubtful. There are some remainingissues, of course, such as whether we can press truth conditions into service toprovide a consequence relation in some other, less direct way. I shall return tothese below. But we can see from Lepore’s argument that a model-theoreticconsequence relation is not built into the basic apparatus of semantic theory.
 To further support this conclusion, I shall explore a little more wheremodel-theoretic techniques do fit into natural language semantics, and showhow they do so without providing consequence relations.
 II.1.2 Model Theory in Current Semantic Theory
 Most all current work in semantics, including that work done in the ‘model-theoretic’ or Montagovian tradition, is in fact really doing absolute semantics.In this section, I shall illustrate this point by discussing a few of the importantfeatures of current model-theoretic semantics, and showing that they do notlead to consequence relations. Indeed, we will see that what is characteristicof such approaches to semantics these days is a reliance on  type theory , notmodel theory in the sense needed to get logical consequence. Thus, we will seethat the conclusion of the last section, that the basic idea of truth-conditionalsemantics does not lead to a model-theoretic consequence relation, is notspecific to a neo-Davidsonian view of semantics. It follows just as much ona model-theoretic view. We will return in section II.3 to further questions of 
 how model theory might find its way into absolute semantics.21
 What is characteristic of most work in the model-theoretic tradition is theassignment of semantic values to all constituents of a sentence, usually byrelying on an apparatus of types (cf. Chierchia and McConnell-Ginet, 2000;Heim and Kratzer, 1998). Thus, we find in model-theoretic semantics clauseslike:22
 (3) a.   Ann = Ann
 b.   smokes =  λx ∈  De. x  smokes
 21This section is a brief discussion, focused on the issues at stake for the status of logical
 consequence in natural language. There are a great many more questions that are raisedby the place of model-theoretic or other mathematical techniques in semantics. I addressmore of them in work in progress.
 22In common notation,   α   is the semantic value of   α. I write   λx  ∈   De. φ(x) for thefunction from the domain  De  of individuals to the domain of values of sentences (usuallytruth values).
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 We also find rules like function application (Heim and Kratzer, 1998; Klein
 and Sag, 1985):(4) If   α   is a branching node and  β, γ   its daughters, then  α =  β (γ )
 or vice-versa.
 These are not things a neo-Davidsonian theory (one using traditionalTarskian apparatus) is going to have.
 Even though clauses like this look different from those preferred by neo-Davidsonians, they provide absolute statements of facts about truth andreference. They just put those facts in terms of functions and arguments (asFrege would have as well!). We see that the value of ‘Ann’ is Ann, not relativeto any model. The value of ‘smokes’ is a function, but one that selects the
 things that smoke, again, not relative to any model. Semantics needs to beabsolute, but both model-theoretic and neo-Davidsonian semantic theoriesprovide absolute truth conditions. These days, semantics in either traditionis absolute.23
 Perhaps the most obvious of the distinctive features of the model-theoreticapproaches is that it uses the typed  λ-calculus to assign semantic values toall constituents. Compare the neo-Davidsonian (5a) (e.g. Larson and Segal,1995) with its model-theoretic variant (5b):
 (5) a.   V al(x, smokes)   ⇐⇒   x smokes
 b.   smokes =  λx ∈  De. x  smokes
 Though (5b) provides an object to be the semantic value where (5a) statesthat a relation holds, as far as truth conditions goes, these do pretty muchthe same thing, in the same way. That one posits a function is a difference inthe apparatus the theories use (and so an ontological commitment in the longrun), but not in the explanations they provide for the basic semantic propertyof this word. The speaker is not being attributed understanding of the theoryof functions and relations, either for semantic values or  V al  relations. Theseare used to attribute to the speaker knowledge that ‘smokes’ applies to thingsthat smoke.
 Thus, the absolute nature of semantics, and the lack of appeal to a
 space of model that constitutes a consequence relation, is not specific toneo-Davidsonian semantic theories. It holds just as much for what is called
 23Montague’s original work (Montague, 1973) and subsequent presentations like Dowtyet al. (1981) did officially rely on a notion of truth in a model. But even so, they usuallydrop reference to models when the linguistic analysis starts to get interesting.
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 the model-theoretic approach. That being said, there are some genuinely
 significant differences between model-theoretic and neo-Davidsonian theo-ries, and the use of   λ’s is important for them. It is not my goal here toexplore them deeply, but let me mention one, just to make clear that thereare some, and they are important. The two sorts of theories disagree onthe nature of semantic composition, and the use of  λ’s, really the use of awide-ranging apparatus of functions, allows model-theoretic semantics to seesemantic composition in terms of functions and arguments. Neo-Davidsoniantheories see composition much differently, in many cases, in terms of conjunc-tion (e.g. Pietroski, 2005). This does lead to some real empirical differencesbetween model-theoretic and neo-Davidsonian analyses of various phenom-ena, and especially, has potentially far-reaching implications for issues of 
 logical form in natural language. But this can happen while the two theoriesagree on the fundamental idea of specifying truth conditions as a way tocapture speakers’ linguistic competence.
 I have dwelt at length on an internal dispute among semanticists aboutwhat sort of semantic theory works best, though in the end I have sug-gested that the dispute has been resolved, and everyone has opted for abso-lute semantics, in either model-theoretic or neo-Davidsonian guises. Currentmodel-theoretic semantics does so using type theory, and so, where we havegrown accustom to saying ‘model-theoretic semantics’ it might be better tosay ‘type-theoretic semantics’. Names aside, neither the apparatus of Tarski-
 style truth theories nor of type theory itself provides any sort of logical con-sequence relation, and in their uses in semantics they cannot. One way oranother, semantics must be absolute, and so not relative to a model.
 I suggest this makes vivid how the enterprise of truth-conditional seman-tics is distinct from that of studying logical consequence. Relative truthconditions, in Lepore’s terminology, are just what anyone studying logicalconsequence should want. If we want to understand the logical propertiesof a sentence of a language, we look at how the values of the sentence canvary across models. This is just what the logics in formal languages thesisbuilds on. But semantics of natural language—the study of speakers’ se-mantic competence—cannot look at that, and still capture what speakers
 understand. To capture what the speakers understand, semantics must beabsolute, and so blind to what happens to a sentence across any non-trivialrange of models. Thus, we cannot find the basic resources for studying logi-cal consequence in natural language semantics, even in its truth-conditionalform. We cannot take the step from the logics in formal languages thesis to
 23
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 the logic in natural language thesis. To give the argument of this section a
 name, let us call it the  argument from absolute semantics  against the logicin natural language thesis. The argument from absolute semantics, I submit,gives us good reason to reject the logic in natural language thesis.
 II.2 Entailments and Consequences
 The argument from absolute semantics shows that the semantics of naturallanguage and the model theory of consequence relations are different things.But it might be objected that there are other ways to find consequencerelations in natural language. Moreover, there is an obvious place to lookto find such relations. Whether or not semantics is absolute, it must endow
 natural language with some implication properties. Indeed, implications areamong the main data that empirical semantic theory builds on, and I doubtwe would find any viable approach to semantics that failed to account forthem. Even if the simple idea of capturing speakers’ understanding of truthconditions does not hand us a consequence relation, it might be that theimplications that are built into natural language do. If so, we would havean alternative route to defending the logic in natural language thesis. I shallargue in this section there is no such route. On the restrictive view of logicalconsequence we are now assuming, what we find in natural language areentailments, but not logical consequences.
 As we saw above, sentences of natural language do present us with ob-vious implications, in that in certain cases competent speakers consistently
  judge that the truth of one sentence follows from the truth of another. Ana-lytic entailments like the ‘cousin’ inference of section I.3 are good examples.And truth-conditional semantics is ready-made to capture some of these im-plications. It endows natural languages with   entailment   properties. Eachsentence is associated with a set of truth conditions, and so truth-conditionalcontainment properties are fixed. A sentence  S  entails a sentence  T   if thetruth conditions of  S  are a subset of the truth conditions of  T .24
 We have already seen that in general, such entailment relations are notnarrow logical consequence. Natural language provides entailments of other
 24We might worry about whether extensional and intensional theories provide exactlythe same entailment relations, and whether extensional theories really provide for strictentailment in the sense of Lewis and Langford (1932). But, I shall not dwell on that here,as both provide reasonable notions of entailment, and both turn out not to be logicalconsequence.
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 sorts. So, as I noted, advocates of the restrictive view of consequence will not
 find their preferred narrow notion in natural language entailments.25
 But if the only issue was that we find something more like the patterns of strictentailment in natural language, rather than narrow logical consequence, itwould not impress anyone with even modestly permissive views. After all,the logic of such entailments, and many related notions, have been stud-ied extensively.26 At core, what would be needed is a somewhat differentapproach to the  necessity  constraint than classical logic uses, which wouldmake possibilities more like metaphysically possible worlds than like classicalmodels. Thus, it might be proposed, what we find in natural language maynot be the most narrow of consequence relations, but it is close enough towhat a restrictive view of consequence is after to offer an interesting version
 of the logic in natural language thesis.I shall argue here this sort of response is not adequate. The reason is that
 natural language puts pressure on the   formality  constraint on logical conse-quence. Absolute semantic theory itself has no room for any such notion of formality. It specifies absolute meanings for each expression of a language,and sees no distinction between the ones whose meanings determine conse-quence relations and those which do not. And, I shall show, the facts aboutimplication in natural language reflect this. Natural language is filled withrather idiosyncratic   lexical entailments , driven by the meanings of a hugevariety of lexical items. These depart too far from formality to satisfy re-
 strictive views of logical consequence. In section III, I shall argue they departtoo far for most permissive views as well.We have already note that natural language provides us with non-logical
 implications, like analytic entailments. These, as the common wisdom goes,are determined by the meanings of non-logical terms like ‘bachelor’, not bythe meanings of the logical constants. But natural language is permeatedby entailments which strike us as evidently non-logical (by restrictive lights).Here is another case, much discussed by semanticists (see Anderson, 1971;Fillmore, 1968; Levin and Rappaport Hovav, 1995):
 (6) a. We loaded the truck with hay.ENTAILSWe loaded hay on the truck.
 25As was observed also by Cresswell (1978).26For some indications of the scope of this research, see among many sources Anderson
 and Belnap (1975), Anderson  et al.  (1992), Priest (2008), and Restall (2000).
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 b. We loaded hay on the truck.
 DOES NOT ENTAILWe loaded the truck with hay.
 This is a report of semantic fact, revealed by judgments of speakers, bothabout truth values for the sentences, and about entailments themselves. Itindicates something about the meaning of the word ‘load’ and how it com-bines with its arguments. More or less, the ‘with’ variant means we loadedthe truck   completely  with hay, while the ‘on’ variant does not.27
 To take one more much-discussed example, we see (Hale and Keyser,1987; Higginbotham, 1989a):
 (7) John cut the bread.
 ENTAILSThe bread was cut with an instrument.
 The meaning of ‘cut’, as opposed to e.g. ‘tear’, requires an instrument, asHale and Keyser famously noted.28
 Entailments like these are often called   lexical entailments , as they aredetermined by the meanings of specific lexical items. As a technical matter,it is not easy to decide on the exact source of these entailments, i.e. whetherthey simply come from the atomic meanings of the verbs, the compositionalsemantics of verbs and arguments, or some form of predicate decomposition,presumably at work inside the lexicon. But this is an internal issue for
 natural language semantics (a very interesting one!). What is important forus is that any viable semantics must account for these sorts of entailmentpatterns. Though we have only looked at a couple of examples, I believethey make plausible the empirical claim that natural language is rife withsuch lexical entailments. Any semantic theory, of either the model-theoreticor neo-Davidsonian stripe, must capture them.
 It is clear that these lexical entailments will not count as narrow logicalconsequences. The reason is not that we are looking at a wide space of clas-sical models, rather than a smaller space like that of metaphysically possibleworlds, or even some smaller space. Rather, the reason is that these entail-ments are fixed by aspects of the meanings words like ‘load’ and ‘cut’. If we
 27There is some debate about whether the connection of the ‘with’ variant to beingcompletely loaded is entailment or implicature, but I believe the judgments on the (a/b)contrast above are stable enough to indicate an entailment.
 28Hale and Keyser (1987) gloss the meaning of ‘cut’ as ‘a linear separation of the materialintegrity of something by an agent using an instrument’.
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 start with any consequence relation which does not treat these as logical con-
 stants, we will not get the right entailments without violating the formalityconstraint.From the restrictive point of view that we are adopting here, this shows
 that we will not find a logical consequence relation in the lexical entailmentsnatural language provides. But, anticipating discussion of more permissiveapproaches to come, it is worth asking how far we would have to go toaccommodate such lexical entailments in a consequence relation. Assumingwe can take care of necessity, could we satisfy formality with an appropriatelypermissive notion of consequence which captures these cases? I shall offertwo reasons we cannot. One is that we will find lexical entailments permeatelanguage too far to generate what even modestly restrictive views would
 recognize as a logic. The other is that we will run afoul of another importantcondition on logical constants.29
 Let us take up the first of these points first. Even if we were willing toconsider taking e.g. ‘load’ and ‘cut’ to be logical constants, we would nothave the ‘logic of lexical entailments’. We obviously would not, as manymore words than these trigger lexical entailments. Practically every onedoes! We cannot just take these two. We would have to make nearly everyword a logical constant. This would render the formality constraint virtuallytrivial. The result would not be accepted as logic by restrictive views, but intrivializing the formality constraint, I doubt it would be accepted by most
 permissive views either.There are a couple of reasons the situation might not be so dire, but I donot think they are enough to recover a viable consequence relation, accordingto restrictive or even moderately permissive views. It might not be that wehave to take every individual word as a constant, as the patterns we arediscussing occur across families of expressions. For instance, the pattern wesee in (6) is one that reappears across a family of verbs, including ‘spray’,‘brush’, ‘hang’, etc.30 But as far as we know, we will still wind up with a verylarge and very quirky collection of families. Looking at the list of verb classesin Levin (1993), for instance, we find differences between classes of verbs of sound emission and light emission, and differences between classes of verbs
 29Related points are made by Lycan (1989), though he emphasizes the difference indegree between logical consequences and lexical entailments more than I do.
 30See Levin (1993) for many more examples. See Levin and Rappaport Hovav (2005)for a survey of some theories that seek to explain the sorts of entailments I am discussinghere.
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 of bodily processes and verbs of gestures involving body parts. Taking each
 such class to indicate a logical constant would still give us a huge and quirkylist of constants, which would still undercut the formality constraint. Evenif it does not completely trivialize formality, it will still undercut formalitywell beyond what restrictive views can accept. I believe it would undercutformality enough to be unacceptable to modestly permissive views as well.
 The only hope for narrowing down our domain of logical constants wouldbe that underlying the many lexical entailments we find might be a smallgroup of factors that generate them. In fact, it is a theoretically contentiousissue just what generates the sorts of entailments we have been looking at,and what might group various word together into natural classes. But there isan optimistic idea that what appear to be idiosyncratic lexical entailments—
 entailments determined by the idiosyncratic properties of words’ meanings—are really entailments determined by some hidden structure of classes of lexical items. But I suggest that as far as we know, we will still wind up witha group of ‘logical constants’ that are too quirky and too heterogeneous tosatisfy formality in any substantial way. We will identify as formal a rangeof selected features driven by the quirky structure of natural language, notby the forms of valid arguments. For instance, it is a persistent thought thatbehind the entailments in (6) is something like a requirement for the ‘with’variant that a container or surface be completely filled or covered.31 (Thisconstraint might have something to do with kinds of arguments of the verb,
 or just be coded up into the right meanings.) So our logic will have to bein part a logic of filling containers or covering surfaces. Restrictive viewswill reject this. And this is just the start. It will also have to be a logicof instruments for cutting to account for the entailments in (7). The resultwould be a formal listing of a quirky range of entailment properties, not thekind of logic the restrictive view is after. Again, it will not be the kind of logic modestly permissive views are after either, as I shall discuss more insection III.
 This reminds us is that even though both logic and semantics are con-cerned with implications in general, they are concerned with different ones.Semantics is absolute, and interested in the specific meanings of all the terms
 in a given language. It is thus interested in the entailments that arise fromthose meanings. These are typically not logical consequence relations. Theidiosyncrasy of natural languages makes this striking, as the ‘load’ case shows.
 31See Dowty (1991) and Pinker (1989) for discussion and numerous references.
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 We find in natural language all kinds of unexpected and odd entailments,
 driven by the quirky meanings of various words. When we study these, weare not doing logic; we are certainly not looking at restrictive logical conse-quence.
 There is a second reason for restrictive views to reject the idea of modify-ing logic to take in lexical entailments. By restrictive lights, the expressionswe would have to count as ‘logical constants’ will not meet the standards forbeing logical constants. This will apply equally to the words like ‘load’, or toany possible underlying features that generate families of lexical entailments.
 It is a common idea that to satisfy formality, the logical constants haveto meet certain standards. The main standard is being ‘topic-neutral’, ornot specifically about the particular things in the world, but only its general
 or ‘formal’ structure. This is indeed a further constraint than we have sofar considered, but it is a natural way to fill out the idea of formality. Intechnical terms, it is often spelled out as a requiring that logical constants beinvariant under permutations of the elements of the universe, or under theright isomorphisms.32
 If we impose a constraint like this on logical constants, it is very unlikelythat anything responsible for the kinds of lexical entailments we have beenconsidering would meet it. Words like ‘load’ and ‘cut’ do not. Might someunderlying features that might account for lexical entailments meet it? Itis perhaps possible, but unlikely. One reason for skepticism is that it is
 well-known that practically no predicates and relations satisfy permutationinvariance. For a domain  M , the only predicates satisfying it are   ∅   andM , and the only binary relations satisfying it are  ∅,  M  × M , identity, andnon-identity (Peters and Westerstahl, 2006; Westerstahl, 1985). If we requirenormal permutation invariance as a constraint on logical constants, we willnot find enough in the domain of predicates to capture the kinds of lexicalentailments we are here considering. It might be that a more permissive viewcould appeal to a different range of isomorphisms to recover a notion of logicalconstant applying to some of the terms we have considered here, as I shalldiscuss more in section III. But nonetheless, this fact about permutationinvariance shows how far from a restrictive view we would have to go to
 get a logical consequence relation from the lexical entailments of a naturallanguage.33
 32This idea is discussed by Mautner (1946) and Tarski (1986). See also van Benthem(1986) and Sher (1991).
 33There has been some interesting recent work on conditions related to permutation
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 I have argued in this section that we will not find logical consequence
 relations in the lexical entailments of natural language. As we will need torefer back to this argument, let us cal it the  argument from lexical entail-
 ments . This argument supplements the argument from absolute semantics.We will not find logical consequence relations in the basic apparatus of truth-conditional semantics, and we will not find it in the entailments present innatural language either. We thus have two reasons to reject the logic innatural language thesis.
 II.3 Logical Constants in Natural Language
 There is one more route I shall consider to saving the logic in natural language
 thesis. It might be objected that in spite of the points I made in the last twosections, there are some genuinely logical expressions in natural language, andtheir properties might somehow provide a consequence relation for naturallanguage even if truth-conditional semantics and lexical entailments do not.In this section, I shall argue this is not so either. First, following up thediscussion of model-theoretic semantics in section II.1.2, I shall show thatthe (model-theoretic) semantics of logical terms in natural language doesnot provide a genuine consequence relation. Second, I shall point out thatnatural language does not really come pre-equipped with a distinguished classof logical constants. If we wish to find logical constants in natural language,we have to identify them in ways that go beyond the semantics of naturallanguage itself. This will point the way towards our discussion of how onecan move from natural language to logic proper in section IV.
 First, let us look at how the semantics of uncontroversially logical termswill be handled in an absolute semantics. As an example, I shall focus onthe quantifiers, or more property the determiners: words like ‘every’, ‘most’,‘some’, etc. Some of these are clearly logical constants by even the mostrestrictive lights, and aside from a few contentious cases, they satisfy thepermutation invariance constraint we discussed in section II.2.34 We will seethat these logical expressions of natural language get an entirely standardmodel-theoretic semantic treatment, putting aside some structural differences
 invariance (e.g. Bonnay, 2008; Feferman, 1999), but if anything, this work suggests evenmore restrictive criteria for logical constants. For a survey of related ideas about logicalconstants, see MacFarlane (2009).
 34See Sher (1991) for a defense of the idea that generalized quantifiers are genuinelylogical constants by restrictive measures.
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 between the most common logical formalisms and natural language; but they
 do so in a way that preserved the absolute nature of the semantics of naturallanguage.Methods of logic, particularly, of model theory, have proved extremely
 fruitful in the study of the determiners, as classic work of Barwise and Cooper(1981), Higginbotham and May (1981), and Keenan and Stavi (1986) hasshown. Indeed, this led Higginbotham (1988) to declare that in naturallanguage, model theory is the lexicography of the logical constants.
 But model theory does this in a specific way. Consider, for example, acommon way of representing the meaning of a determiner like ‘most’:
 (8)   most(A,B)   ⇐⇒ |A ∩ B| >  |A \ B|
 The meanings of determiners, on this view, are relations between sets ex-pressing cardinality properties. This definition is drawn from the theory of generalized quantifiers. This is a is a rich mathematical field, and it has led toan impressive number of non-trivial empirical predictions and generalizationsin semantics.35
 The application of generalized quantifier theory to the semantics of de-terminers is one of the most well-explored applications of model theory tonatural language, and a key example of the success of model-theoretic se-mantics. But it remains an example of  absolute  semantics, as the argumentsof section II.1 show it must. There is no tacit quantification over a domainof models in the semantics of determiners. The sets A  and  B   in the above
 definition (8) must be drawn from whatever fixed domain of individuals isinvolved in the rest of the semantics. There is no tacit ‘for any model M’.In this way, we can do what is often labeled ‘model theory’, while still doingabsolute semantics, and still not generate a consequence relation.
 Actually, this point is already enshrined in the theory of generalized quan-tifiers, as the distinction between  local   and  global  generalized quantifiers.
 (9) a. Local:   mostM  = {A,B ⊆ M 2 : |A ∩ B| >  |A \ B|}
 b. Global: function from M   to mostM 
 The direct application of generalized quantifiers to semantic theory uses  local 
 generalized quantifiers, as an absolute semantics should.
 35The mathematics of generalized quantifiers was first studied by Lindstrom (1966) andMostowski (1957). See Barwise and Feferman (1985) and Westerstahl (1989) for surveys.Among the most striking empirical predictions is the   conservativity  constraint articulatedby Barwise and Cooper (1981) and Higginbotham and May (1981). This may well be asemantic universal.
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 On the other hand, if we are to embed generalized quantifier theory in
 our theory of logical consequence, it is global quantifiers that we need. Ashas been much discussed, to capture logical consequence relations with quan-tifiers, the domain must be allowed to vary. That is just what global gen-eralized quantifiers do. (We will return to this issue in section IV.) For thestudy of semantics of natural language—absolute semantics—local general-ized quantifiers are the basic notion; while for the study of logical conse-quence, global ones are.
 Attending to the local versus global distinction, we can reconcile two factsthat might have seemed in tension. First, familiar determiners in natural lan-guage have more or less the semantics that logical theory says they should.Though there is some interesting linguistics subtlety (a little of which I shall
 mention below), ‘every’ is pretty much a universal quantifier as we come tolearn about in logic. And yet, the semantics of this expression is absolute,and does not make reference to the range of models essential to the logicof quantification. But the reason is simply that semantics of natural lan-guage only uses local properties of quantifiers in spelling out the semanticsof determiners. These are readily available for absolute semantics.
 I thus conclude that the presence of recognizably logical expressions innatural language doe not help support the logic in natural language thesis.We can find terms which we recognize as logical, and give them essentiallythe semantics logic should make us expect, while keeping semantics entirely
 absolute, and not involving any true consequence relations.Now, this does not mean we can never look at the global notion of quan-tifier in thinking about natural language. The basic idea for giving absolutetruth conditions is the local one, and in fact, sometimes we can get inter-esting further results out of local definitions.36 But on occasion, we learnsomething by abstracting away from absolute truth conditions, by looking atglobal generalized quantifiers. A example is the idea that natural languagedeterminers express restricted quantification. This is captured in two ways:
 (10) a. CONSERV (local): For every   A,B   ⊆   M ,   QM (A,B)   ⇐⇒QM (A,B ∩ A)
 b. UNIV (global): For each  M   and  A,B   ⊆  M ,  QM (A,B)   ⇐⇒36For instance, counting and classifying available denotations over a fixed domain can
 be interesting. One example is the ‘finite effability theorem’ of Keenan and Stavi (1986),which shows that over a fixed finite universe, every conservative type   1, 1  generalizedquantifier is the denotation of some possibly complex English determiner expression.
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 QA(A,A ∩ B)
 UNIV is a generally stronger principle (Westerstahl, 1985), and capturesan interesting way in which natural language determiners really quantifyonly over a restricted domain. If we refused to look at global properties of generalized quantifiers, we would not see it.
 In looking at this sort of global property, we are not simply spellingout the semantics of a language. Rather, we are abstracting away from thesemantics proper—the specification of contributions to truth conditions—to look at a more abstract property of an expression. It turns out, in thiscase, abstracting away from the universe of discourse is the right thing todo. Particularly when asking about logical or more generally mathematical
 properties of expressions, this sort of abstraction can be of great interest.And, we can prove that typical natural language determiners satisfy UNIV,invoking a little bit of mathematics, even if it goes beyond the semantics of any language per se.
 This sort of possibility shows how we might take the step from semanticsproper to logic, as I shall discuss more in section IV. But for the moment,I shall pause to note one feature of how the application of the model the-ory of generalized quantifiers to natural language works. Rather than in-dicating anything like a genuine consequence relation in natural language,it illustrates how the application of model-theoretic techniques to naturallanguage semantics really turns out to be an instance of the general appli-
 cation of mathematical techniques. In applying local generalized quantifiers,what we are really applying is a little bit of set theory (deeply embeddedin standard model theory too), to represented cardinality-comparing opera-tions expressed in language, and study their properties. We can do so overan arbitrary or a fixed domain, depending on the question under investiga-tion. But especially when we are stating absolute truth conditions, it is themathematics of cardinality comparison over a fixed domain that we reallyinvoke. Though this can reasonably be counted as logic, as it is the subject-matter of local generalized quantifiers, it is not   logic   in the core sense of logical consequence relations. When we use logic in the study of naturallanguage semantics, we are typically using logic in the broad sense in whichlogic can be found in many domains, not the narrow one of the study of logical consequence relations.37
 37The application of mathematical techniques to natural language semantics is not spe-cific to techniques found in model theory, nor is it specific to the logical expressions in
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 strictive views, which simply find no place in their logics for such terms.
 Whether or not they fail to meet some criterion, like permutation invariance,is a rather more delicate matter, and I will not try to decide it here. Oneof the typical features of functional categories is that their semantics is notthe familiar semantics of predicates and terms; rather, their semantics tendsto be ‘structural’, involving times or worlds for inflectional elements, degreesfor comparatives, etc.39 We cannot easily apply permutation invariance tothese, and instead, we will have to ask if they satisfy the right property of invariance under isomorphism. Whether they do will depend on just whatisomorphisms are at issue.40 This will become more of an issue when weturn to permissive views in section III. But as with other abstract propertiesof expressions, it is not something that is specifically marked by the gram-
 mar. Natural languages do not tag certain expressions as invariant underisomorphisms—absolute semantics cannot do this! Rather, as we saw withUNIV, they provide absolute semantics for expressions, and we can work outmathematically what would happen if we take a global perspective and lookat invariance properties. Hence, if we are to conclude that some or all func-tional categories meet some invariance conditions, we must go beyond whatthe grammars of our languages tell us.
 Linguistically, there are lots of distinguishing marks of the class of func-tional categories. Functional categories are closed classes. Unlike nouns,verbs, and adjectives, it is impossible to add to these classes (except at the
 glacial pace of language change). You cannot simply add a new determineror a new tense to your language the way you can easily add a new verb ornoun. Functional categories also play special grammatical roles. In manylanguages some determiner, even a semantically minimal one, is needed tomake a noun phrase an argument of a predicate. Generally, functional cat-egories act as ‘grammatical glue’ that binds sentences together. This sortof grammatical role is clearly on display with complementizers. In a moretheoretical vein, unlike nouns, verbs, and adjectives, functional categories donot assign argument structure.41
 But, these sorts of features group all the functional categories together.They do not distinguish the logical sub-class from the wider one, as they do
 39Many linguists will gloss this as their not having a ‘theta-involving semantics’, meaningit does not involve regular predicates and their linguistically provided arguments.
 40Hence, we do find, for instance, logics of comparison, as in Casari (1987).41Many recent syntax texts will review the notion of functional category. See also Abney
 (1987), Fukui (1995), Grimshaw (2005), and Speas (1990).
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 not really pertain to logicality at all. Indeed, I do not know of any linguistic
 property that does distinguish logical elements from other functional ones(assuming the restrictive view that they are not all logical). So, I conclude,natural language does not sort expressions into logical and non-logical. Itcontains expressions that will count as logical—just how many depends onyour standards for logical terms—but it does not itself distinguish them.That is something we can do when we look at a language from a more abstractperspective, as we will discuss more in section IV.42
 We thus see one more way that the logic in natural language thesis fails.Let us call this one the argument from logical constants . It joins the argumentfrom absolute semantics and the argument from lexical entailments in show-ing what is wrong with the logic in natural language thesis. In particular,
 like the argument from lexical entailments, it shows that a route to findingsignificant logical structure in natural language is not open.
 This concludes my main discussion of the logic in natural language thesis.But there is one loose end to tie up, and one further issue to address. Bothreturn to points we have seen in passing in this section. First, the conclusionsI have reached have been under the assumption of a restrictive view of logicalconsequence, and we need to see how they fare with a permissive view. Wewill do this in the next section III. Second, we have already seen ways thatwe can go beyond semantics proper to explore logical properties of naturallanguage expressions. This reminds us that we can take the step from natural
 language to logic, even if the logic in natural language thesis is false. We willexplore how this step may be taken in section IV.
 III The Logic in Natural Language Thesis
 from the Permissive Point of View
 Above I offered three arguments against the logic in natural language the-sis, but generally assumed a restrictive view of logical consequence. In thissection, I shall examine how those arguments fare if we adopt a permissiveview, as I did at a few points above as well. I shall argue that we still have
 some good reasons to reject the logic in natural language thesis. Even so,42This conclusion is not so far off from the claim of Evans (1976) that what he calls
 ‘semantic structure’ is distinct from ‘logical form’, and does not determine logical conse-quence.
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 permissive views will have more opportunities to find logical properties in
 natural language. I shall suggest that this will not really support the logicin natural language thesis, without also weakening it to a point where itthreatens to become uninteresting. But at the same time, as we will discussmore in section IV, it will show how permissive views might see logic andnatural language as more closely linked than restrictive views do.
 The three arguments I offered against the logic in natural language thesisin section II were the argument from absolute semantics, the argument fromlexical entailments, and the argument from logical constants. The argumentfrom absolute semantics was the main argument, which showed that a naturallanguage does not have a consequence relation in virtue of having a semantics.The other two arguments served a supporting role, by showing that we will
 not find restrictive logical consequence in natural language by other means.The argument from absolute semantics in fact made no use of the premise
 of restrictive logical consequence. It made no assumptions about logicalconsequence beyond that it will require a non-trivial space of models (withmore than one element). That is not something even the permissive viewsin question will deny. So, I conclude, the argument from absolute semanticsis sustained on a permissive view. As this was my main reason for rejectingthe logic in natural language thesis, I believe that thesis looks doubtful evenon a permissive view of logical consequence.
 We have already seen in sections II.2 and II.3 that matters are some-
 what more complicated with the other two arguments. Let us consider theargument from lexical entailments first. The idea was that one might find alogical consequence relation in the entailments presented in natural language,and use that as a route to the logic in natural language thesis. We saw insection II.2 that those entailments are lexical entailments, and fail to be logi-cal consequences according to restrictive requirements. But we also saw thatthere might be ways to count some of them as logical by more permissivelights. I argued in section II.2 that we could not do so without undercuttingthe formality condition. I offered two reasons for this. One reason was thatwe would have to accept logical constants which would not meet the permu-tation invariance condition. The other was that the needed logical constants
 would permeate language so extensively that we could only preserve the logicin natural language thesis at the cost of weakening formality too much. Inthe worst case, preserving the logic in natural language thesis threatened totrivialize formality.
 Of course, extremely permissive views can reject both these claims. The
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 question is what the results of doing so would be. Let us consider permutation
 invariance first. Though this could be rejected out of hand, it might makethe formality constraint unacceptably weak if there is are no restrictions onwhat counts as a logical constant. So, the more likely avenue for a permissiveapproach, as we saw above, is to find some alternative constraints. The mostobvious way, as we also saw, is to look for some appropriate structure forwhich a candidate expression will be invariant under isomorphism. Returningto the ‘load’ example (6), for instance, we might wonder if we can find anappropriate structure for filling containers or covering surfaces, which wouldrender it invariant. A hint of how that might be done is its similarity toideas from mereology. So, though I am not sure just how it would go, thereis no reason a permissive view might not be able to find a logic of filling and
 covering, and capture the ‘load’ entailments through it. More generally, caseby case, a permissive view might be able to see each lexical entailment asderived from some sort of logical constant.43
 For each individual case, this will be plausible enough by permissive lights.After all, permissive views are interested in finding many different candidatelogics, and will not find it odd to look for a logic of e.g. filling or covering.There is some risk of losing any sense of what makes a logical constanta logical constant, but presumably good permissive views will find someway to keep this notion reasonably constrained. The more pressing worryis about how pervasive the lexical entailments of natural language are, and
 what accounting for all of them as logical would do to formality.At the extreme, as we saw in section II.2, to sustain the logic in naturallanguage thesis we might need to count nearly every word in a language as alogical constant, as nearly every expression will generate some lexical entail-ments. Even if we are willing to grant that many of them can be viewed aspermissive logical constants, making nearly all of them constants will radi-cally weaken formality. If nearly every expression is a logical constant, thenthere is little left of the idea that inferences are valid based on distinguishedformal structure. That might rescue the logic in natural language thesis, butat the cost of trivializing it.
 The more hopeful option for the permissive defense of the logic in natural
 language thesis is that there might be a smaller set of features that generatesthe lexical entailments. As I discussed in section II.2, it is not clear whether
 43As I mentioned in footnote 33, there has been some exploration of alternatives toisomorphism invariance, but they have tended to offer more, not less, restrictive conditions.
 38
 ConsequenceLanguage—August 9, 2012

Page 39
                        

8/13/2019 Consequence Language.pdf
 http://slidepdf.com/reader/full/consequence-languagepdf 39/59
 this is so, and if it is, it is not clear just how large or how heterogeneous the
 features involved will be. Again, a permissive view will likely be willing togrant that each such feature individually can be a logical constant, and havea logic for the entailments associated with it. The question, again, is whatwe get if we put them all together. Here, if indeed the set is small enoughand homogeneous enough, there could possibly be a defensible permissiveview. But I am doubtful that will work. If the set is too large, it willtrivialize the notion of formality again. If it is too heterogeneous, it willundermine the logic in natural language thesis in other ways. If our groupof logical constants is too heterogeneous, it is not clear if we will find anysingle consequence relation which makes sense of all of them in one logic,as the logic in natural language thesis demands. Even if we can, it is not
 clear if the result will wind up being any better than a brute force way tocapture the logic of natural language by enumerating the lexical entailments.Technically, that would not falsify the logic in natural language thesis, but itwould undercut its interest. The thesis was interesting if we had some, evenpermissive, idea what counts as logic, and thought we could find this logicin natural language. A brute force coding of lexical entailments would notprovide that. Of course, finding any tractable way to enumerate all the lexicalentailments in natural language would be of huge interest! The problem isthat it may not produce a natural or interesting consequence relation, whichis what the logic in natural language thesis looks for.
 I thus grant that the argument from lexical entailments might not workon a permissive view (or at least, an extreme permissive view). Even so, Istill register a great deal of skepticism over whether the argument can bebypassed in a way that leaves the logic in natural language thesis substantialand interesting. As the argument from absolute semantics still holds, I thinkwe should be dubious of the logic in natural language thesis by permissivelights, and I count my skepticism about ways permissive views might bypassthe argument from lexical entailments as more reason to doubt the logic innatural language thesis. Yet all the same, we should grant that by permissivelights, the relation of lexical entailment to logic is not so clear-cut.
 Finally, we need to reconsider the argument from logical constants from
 section II.3. This argument shows that natural language does not presentus with a group of distinguished logical constants, thus blocking one otherpotential route to the logic in natural language thesis. Part of this argumentgoes through for permissive views. As the semantics of all terms, logical onesincluded, must be absolute, we will not find any terms of a natural language
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 distinguished within the language by having any particular global or non-
 absolute logical properties. The semantics and the rest of the grammar of anatural language does not do that. This part of the argument does not relyon restrictive assumptions, and works equally well for permissive views.
 But there is another part of the argument from logical constants thatis likely to fail by permissive lights. I argued that the only grammaticallydistinguished class of terms that contains the uncontroversially logical onesis the class of functional expressions. By restrictive standards, this provedtoo large to count as the class of logical constants. But it remains open topermissive views to simply accept that all functional expressions are logi-cal constants. As we discussed in section II.3, it will be easier to sustainthis claim than the corresponding one for lexical entailments, as functional
 categories do have features that may make them amenable to logical analy-sis. Permissive views hunting for new interesting logics might well find thefunctional categories of natural language fertile ground.
 Some of the worries I just raised surrounding the argument from lexicalentailments will apply here as well. It is not clear if the result of countingall functional expressions as logical constants will be a single coherent con-sequence relation, or a brute force coding of multiple logics corresponding tomultiple classes of functional elements. Hence, as with lexical entailments, Iremain skeptical about whether permissive views of logical constants will of-fer a viable route to the logic in natural language thesis, even if they are able
 to undermine some parts of the argument from logical constants of sectionII.3. All the same, I grant, this is one of the more promising possibilities forpermissive views of logical consequence to consider.
 I conclude that for permissive views, the logic in natural language the-sis still looks doubtful. The argument from absolute semantics still holds,and there is good reason to be skeptical of the possibility of avoiding thearguments from lexical entailments and logical constants. Both these lattertwo arguments still have some force, even if they are weakened on permissiveviews. Yet the relative weakness of the arguments from lexical entailmentsand logical constants does indicate possibilities for permissive views to ex-plore, which might lead to something related to the logic in natural language
 thesis, I suspect in a much-weakened form.It is clear that permissive views of logic can readily find properties of 
 natural language that lead to interesting logics (as they can in many otherdomains as well). This does not by itself sustain the logic in natural languagethesis, but it reminds us that both permissive and restrictive views can find
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 logically relevant material in natural language. Not surprisingly, permissive
 views do so more easily, but both can. How this can happen, without thelogic in natural language thesis, will be the topic of the next section.
 IV From Natural Language to Logic
 Let us suppose the logic in natural language thesis is false. This claim maybe more secure by restrictive than permissive lights, but I have given somereasons to think so for both views. Regardless, we have also seen throughoutthe discussion above that we can often find things of interest to logic innatural language. We have seen that we can find expressions in natural
 language which turn out to have interesting logical properties, or even turnout to be logical constants, and we can find entailments which might proveof interest to permissive views of logic. This should not be great surprise,as it has been clear all along that natural language does present us with arange of implication phenomena, and range of expressions which might beof interest to logic. We can get from language to logic somehow, and this isa fact that logicians of both permissive and restrictive varieties have oftenexploited.
 The question I shall explore in this section is how the step from naturallanguage to logic can be taken. I shall argue that the space between naturallanguage and logic can be bridged in a fairly familiar way, by a process of 
 identification  of logical constants and  abstraction . But I shall highlight thatwe also need a third component of  idealization , and argue that component ismore substantial than many logicians might have assumed. Together, theseprocesses allow us to move from the absolute semantics of natural languageproper to a logical consequence relation. Isolating them will also help us tosee how much is required for permissive or restrictive views to make the jumpfrom natural language to logic.
 A metaphor might help illustrate what the processes do. The richness of natural language shows us logical consequence ‘in the wild’, in our discursiveand inferential abilities and practices. Sometimes we want to take it back to
 the lab, magnify some part of it, dissect it, modify it, and purify it. What weget is a cousin of the wild type, just as implications can be distant cousinsof narrow logical consequence. How distant a cousin, of course, dependson what your view of consequence was to begin with. Frege did somethinglike this with quantifiers. The problem of polyadic quantification theory
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 Frege solved came up in part because it came up in natural language (and
 in mathematics as well). But neither Frege’s solution to the problem, normany model-theoretic variants, amount to doing natural language semantics.Rather, they require identification of the relevant logical features of polyadicquantification, abstraction from the meanings of non-logical expressions, andidealization from features of natural language grammar not relevant to thecore logical issues. That is what we generally do when we move from naturallanguage to logic.
 I shall address each of these processes in turn. Actually, I shall startout of order by discussing abstraction, as it is the main process by whichwe move from the absolute semantics of natural language to model-theoreticconsequence relations. I shall then discuss the role played by identification,
 especially when it comes to logical constants, even though identification typi-cally has to happen before abstraction. Finally, I shall discuss the importantrole for idealization in getting us the kinds of logics that have proved souseful.
 IV.1 Abstraction from Absolute Semantics
 I have argued that the semantics of natural language is absolute, and sodoes not provide a consequence relation. But there is a way to move fromabsolute semantics to the kinds of models we need to build model-theoreticconsequence relations. Once we have them, we will be well-positioned to startworking out logics, by looking at (the right sort of) preservation of truth ordesignated value across the range of models we produced. Presumably theresulting consequence relations will be genuinely logical, and also reflect someaspects of the absolute semantics we started with. That would be a majorstep towards building a laboratory-refined logic out of a wild-type naturallanguage.
 Actually, the way to do this is well-known from discussions of logicalconsequence and model theory. All we need to do is abstract away from theabsolute features of our semantics. Absolute semantics will typically provideextensions for predicates, and referents for terms, etc. It will provide more
 than that, as it will provide semantic values for many more sorts of naturallanguage expressions. It might also provide structures for tense, mood, etc.,which might enrich the structures we are working with. But for now, let ussimply focus on familiar extensions for predicates and terms.
 How can we get from absolute extensions to a space of models? As has
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 been much-discussed, we need to somehow abstract away from the specific
 meanings of the expressions of a language. The obvious way to do this, if we are thinking of extensions as sets of individuals, is simply to allow thesesets to vary. How much they are allowed to vary will determine propertiesof the logic that results, but the basic idea is that they should vary freely.We might also approach abstraction by allowing substitutions of differentexpressions with different meanings (as discussed e.g. by Quine 1959, 1986,following Bolzano), but with enough set theory around, simply allowing thesets to vary is the natural way to abstract from the specific meanings of terms, and it avoids some problems that are well-known for substitutionalapproaches. Doing this will get us a non-trivial space of many models.
 It is well-known, however, that just varying the extensions of predicates
 and terms is not enough. Only doing this will make our consequence relationdependent on what actually exists in the world (or in the domain of ourabsolute semantics). Many philosophers have concluded this is not enoughto satisfy necessity, and not enough to satisfy the topic-neutrality idea behindformality. But it is also well-known what is needed to do better: we need tolet the domain from which we draw individuals (the ‘universe of discourse’)vary as well, and draw our extensions for predicates and referents of termsfrom those varying domains.44 Varying the domain, and the extensions of predicates and terms, produces a wider space of models. Indeed, as described,it produces the space of models that generates classical logic. But the main
 idea here is quite general, and can be applied to generate different sorts of consequence relations, depending on what structure is involved in the models,and how variation is understood. The case of classical logic gives us goodreason to think that this process of varying domains and extensions is asuccessful one for getting us from absolute semantics to the kinds of spacesof models that serve logical consequence.
 This is the process I shall call  abstraction , as it involves abstraction fromthe meanings of terms. Abstraction gets us from absolute semantics to aspace of models, and so, get us the essentials of a logical consequence relation.I understand abstraction as a   kind   of process, that can be implemented indifferent ways, resulting in different logics.
 44This is the received view in the tradition stemming from Tarski. There are somehistorical issues about just where and how domain variation was first recognized, but Ishall not pursue them here. See the references mentioned in footnote 6.
 43
 ConsequenceLanguage—August 9, 2012

Page 44
                        

8/13/2019 Consequence Language.pdf
 http://slidepdf.com/reader/full/consequence-languagepdf 44/59
 IV.2 The Identification of Logical Constants
 The use of abstraction to move from absolute semantics to logical conse-quence is standard, at least in the post-Tarskian tradition. But, as is verywell-known, it also brings us back to the issue of logical constants. We can-not abstract away from the meaning of every expression of a language andget back an interesting consequence relation, or one that will count as a con-sequence relation by restrictive lights. We have to keep fixed the meaningsof the logical terms, and that means identifying the logical constants. In-deed, we have to identify the logical constants before we can abstract awayfrom the meanings of the non-logical terms. The formality constraint re-quires that we identify the right formal structure for valid inferences, and
 the logical constants provide that structure.We discussed the issues of how to get logical constants from natural lan-guage in section II.3 and in section III. That discussion reminds us thatwhen we abstract away from absolute semantics, we will need to make sureour logical constants get suitable global  interpretations in our space of mod-els, or are properly handled when we define satisfaction in a model. Butthe more important result of those sections, for our current concern, is thatnatural language does not do the job of identifying the logical constants forus. At least, if we are not so permissive as to count virtually every term aslogical, or perhaps every functional category, then natural language will notdistinguish the logical constants for us.
 Thus, if we are to carry out the process of abstraction to get a conse-quence relation, we will also have to carry out a process of  identification   toidentify the logical constants. I argued above that natural language doesnot do the identification for us, and we will have to do it our selves. Thediscussion of section II.3 gave a few indications of how we might proceed.By restrictive lights, at least, we might appeal to some property like permu-tation invariance, or some global property of isomorphism invariance. (Suchglobal properties might have to be articulated together with the abstractionprocess that would give us a space of models in which isomorphism could bedefined.) If we are very permissive, we might find the process easier, andperhaps more a matter of identifying terms of interest than terms that meetsome restrictive standard. But nonetheless, aside from the extreme case, wewill have to do the identification, be it easy or hard to do. Doing so goesbeyond what natural language itself tells us. We will have to go beyondobservations of natural language ‘in the wild’, to our laboratory setting, and
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 do the work of identifying the logical constants ourselves.
 Abstraction and identification work together, and in doing so, they char-acterize a common post-Tarskian understanding of model-theoretic conse-quence relations. Isolating them helps to make clear how we can get to suchconsequence relations starting with absolute semantics of natural language.They also allow us to measure different ways that more or less permissiveviews might carry out the processes differently. We have seen that somepermissive views might find the process of identification easier. Some re-lated views might find the process of abstraction harder, as, for instance,constraints on metaphysical possibility or the structure of strict entailmentmight be required. Especially when it comes to identification, we will haveto rely on some prior grasp of what logic is about to carry out the process.
 Perhaps, as we have been assuming, notions like formality or permutationinvariance will be our guide. Regardless, both processes mark ways in whichwe depart from natural language when we build consequence relations.
 IV.3 The Idealization Problem
 The two processes of identification of the logical constants and abstractionfrom lexical meaning give us the tools to get from natural language to logic,and their use in tandem is quite familiar. But, I shall argue here, they arenot sufficient to get us something we would want to call a logic. One morestep, idealization , is needed. The reason is that even after we have performedabstraction, we are still going to be stuck with some idiosyncratic and quirkyfeatures of natural language grammar, that we will not want to contaminateour logic. Even after we have abstracted away from absolute lexical meaning,we still have not finished our laboratory work, and further step of purificationwill be in order.
 To illustrate the kinds of features of natural language we will want toidealize away from, let us return to the behavior of quantifiers in naturallanguage. Even when we have recognizably logical expression, like ‘every’,their behavior in natural language will be determined by a wide range of features of the grammar. This will not undercut the expressions having the
 kinds of semantics logic leads us to expect (in local form), but it can, anddoes, produce some unexpected behavior, that make them not work quitethe way we expect a logical constant figuring in a consequence relation towork.
 We see this, for instance, in the scoping behavior of the determiner ‘every’.
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 ’Every’ is a universal quantifier, no doubt, and behaves like one. In fact, it
 is a distributive  universal quantifier, in a way that ‘all’ is not in English. Aswe have seen, it gets essentially the semantics of universal quantification, inlocal form. But natural language quantifier scoping behavior is well-knownto be complex and delicate (or if you like, very quirky), compared to theessentially uniform scope potentials most every formal language builds in.To start with, there are well-known subject/object asymmetries in scopingwhich affect ‘every’. They are brought out most strikingly if we also throwin a negation for good measure. Observe the following, as judged by nativespeakers, is  not  ambiguous:
 (11) John did not ready every book.
 This sentence does not have a reading where ‘every’ scopes over the negation,i.e. it cannot mean ∀x(B(x) → ¬R( j, x)). On the other hand, if we substitutein an existential (i.e. an ‘indefinite’), then the reading is available. Thefollowing has just the scope ambiguity standard logic would lead you toexpect:
 (12) John did not read a book.
 In fact, this just scratches the surface of the maddening behavior of quantifier-like constructions in natural language. Even so, it is enough to show howunlike the nice uniform behavior of quantifiers in formal languages the be-havior of quantifiers in natural language can be.45
 Existential quantifiers in natural language show other sorts of behaviorthat we might not expect, if logic were to be our guide. Not least of which,existential and universal quantifiers do not share the same distribution insome puzzling environments, such as:
 (13) a. i. Max is a friend of mine.
 ii. * Max is every friend of mine.
 b. i. There is a book on the table.
 ii. * There is every book on the table.
 Indeed, if we thought ‘there is’ expressed existential quantification, or ‘her-alded existence’ in the much-noted phrase of Quine (1958), we might already
 45The literature on these issues is large, but for some starting points, see Aoun and Li(1993) on subject/object asymmetries, Beghelli and Stowell (1997) on ‘every’, and Fodorand Sag (1982) on indefinites. The latter has spawned an especially huge literature.
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 be puzzled as to why it can pair with a quantifier at all. But even putting that
 aside, nothing in our familiar logical formalisms tells us to expect that somequantifiers occur in some positions, and some in others, or that existential(and related) quantifiers show special behavior.46
 These are two illustrations, specific to quantifiers, of how the behaviorof logical constants in natural language can be quirky. More specific to ourconcerns is that presumably we do not want our notion of logical consequenceto include such quirks. I take it we do not want a notion of logical consequencecaptured in a language that builds in significant distributional differencesbetween quantifiers, or builds in different scope behavior for existential anduniversal quantifiers.
 Of course, when we build formal languages of the usual sorts, we smooth
 out this sort of quirky behavior. Standard syntax for formal languages pro-vides the same distribution for elements of each category, so all quantifiersenjoy the same distribution. We thus will not have the kind of behavior wesee in (13). When it comes to scope, standard formal languages mark scopeexplicitly, by such devices as parentheses. Thus, the kinds of questions aboutthe possible scopes of quantifiers in surface forms we encounter in (11) and(12) will not arise once we fix the syntax of scope in a formal language. Mypoint is that when we set up formal languages this way, we are not sim-ply reflecting the grammar of the logical constants in the natural languageswith which we start. We make substantial departures from the structure of 
 natural language when we set up familiar sorts of formal languages.We do so for good reason. We want our formal languages to display uni-form grammatical properties in important logical categories. We want ourquantifiers to show the important logical properties of quantifiers, for in-stance, not the quirky properties they pick up from the grammar of naturallanguage. I am not going so far as to claim that any formal structure infusedwith such natural-language peculiarities would fail to be a logic (by permis-sive lights!). At least, those with permissive views might be interested insuch formal languages, and some logical apparatus has been used to addresse.g. quantifier scope in natural language.47 But when we think about thecore idea of logic as the study of valid arguments, it is just hard to see why
 these sorts of quirks should be relevant. Good reasoning about ‘every’ versus46Again, the literature on these issues is large, but the phenomenon illustrated in (13)
 was first discussed by Milsark (1974).47For instance, see the textbook discussion of Carpenter (1997), or the very interesting
 work of Barker (2002).
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 ‘some’ just does not seem to be different in the ways grammar sometimes
 makes these words behave differently. So, in building logical consequence re-lations that reflect this core idea, we should idealize  away from these quirks of grammar, even if we see them in natural languages. It is clear that restrictiveviews will have to idealize this way. In fact, even very permissive approachesto logic usually idealize in just the same way, when they are exploring corelogical consequence. We see this in the standard formalisms of non-classicallogics (e.g. Priest, 2008). Both permissive and restrictive views will typicallyidealize substantially in moving from natural language to logic.48
 Idealization, as it figures here, is a familiar kind of idealization in scientifictheorizing, that builds idealized models. One way to build idealized modelsis to remove irrelevant features of some phenomenon, and replace them with
 uniform or simplified features. A model of a planetary system is such anidealized model: it ignores thermodynamic properties, ignores the presenceof comets and asteroids, and treats planets as ideal spheres (cf. Frigg andHartmann, 2009). When we build a logic from a natural language, I suggest,we do just this. We ignore irrelevant features of grammar, and replace themwith uniform and simplified logical categories. We do so for particular pur-poses. If we want to think of logic as the general, and highly idealized, studyof valid arguments, such an idealized tool will serve our purposes well. Butdifferent purposes will require different tools. If we want to use logic as atool for analyzing the structure of natural language in detail, as I mentioned,
 different idealizations will be in order. For the kinds of concerns with corelogical consequence we have been focusing on here, we will want to idealizeaway from the quirks of natural language grammar; and regardless, someidealization will be in order for any purpose.
 Thus, we need to add a process of idealization to those of abstraction andidentification. We need all three to get from natural language to logic. Weonly get to logic—something that serves our purposes in analyzing valid rea-soning, and is recognizably like what logicians work with—when we includeidealization.
 48Quine (1960) strikes a similar note in his discussion of the role of ‘simplification’ inregimentation.
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 V Conclusion
 I have argued for two main claims in this paper. First, the logic in naturallanguage thesis is false: we do not find logical consequence relations in ournatural languages. Though the logics in formal languages thesis might havemade the logic in natural language thesis seem appealing, it still should berejected. Part of my argument for this claim relied on a restrictive view of logical consequence; but only part did, and we saw several reasons to doubtthe logic in natural language thesis on permissive views as well.
 Second, I have tried to show how natural language can serve as a usefulobject of study for those of us interested in logic, even if the logic in naturallanguage thesis is false. The history of logic tells us that this must be possible,
 as many advances in logic have come from at least glancing at our ownlanguages. As the quote from Beall and van Fraassen above reminds us,arguments are presented in language, so we have little chance of producing ananalysis of valid arguments which paid no attention to language all. Indeed,as we considered the semantics and grammar of natural language above, wefound many things of great interest to logic. To explain this, in light of thefailure of the logic in natural language thesis, I sketched a three-fold processthat allows us to get from a natural language to a logical consequence relation.The process involves identifying logical constants, abstracting away fromother features of meaning, and idealizing away from quirks in the structureof human languages. The relation between logic and natural language is thusless close than advocates of the logic in natural language thesis would haveit, while the three-fold process allows that there is some connection.
 As I said at the outset, this is an autonomy thesis. Natural languagesemantics per se does not include logic. Logic, in its core, does not includethe quirks or specific contents of natural language semantics. Moreover,to get from natural language to logic, you will have to rely on some fairlyrobust, if perhaps general, ideas of what makes something count as logical.You cannot find logical consequence just by looking at natural language,any more than you can find natural language semantics by looking at yourfavorite logic. Logic and natural language are autonomous. All the same,
 if you already have some prior, perhaps rough or general, grip on logic, youcan find lots of interesting facts in natural language, which you might use infurther theorizing. This could even lead you to extract a full-blown logicalconsequence relation from a natural language, but you have to start withsome logic if you want to get some logic.
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