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1. Introduction
 In Chapter 2 of this volume, Smith and Spirou describe the wonderful complexity of thebrainstem auditory system. This system forms a collection of parallel pathways which diverge atthe first auditory synapse in the brainstem, in the cochlear nucleus (CN), and then convergeagain, at least in a gross anatomical sense, in the inferior colliculus. The CN is a well-studiedcollection of neural circuits that are diverse both in anatomical and physiological terms(reviewed by Cant 1992; Rhode and Greenberg 1992; Young 1998). These vary from thesimplest system, the bushy cells of the ventral cochlear nucleus (VCN; see Yin, Chapter 4), tothe most complex, in the dorsal cochlear nucleus (DCN). The DCN differs from other parts ofthe CN by having an extensive internal neuropil formed by groups of interneurons (Lorente deNó 1981; Osen et al. 1990). As a result, the DCN makes significant changes in the auditoryrepresentation from its inputs to its outputs. In this chapter, the neural organization of the DCN isreviewed, paying most attention to data from the cat. The response properties of DCN neuronsare discussed in the context of its neural organization and related to data on the functional role ofthe DCN in hearing.
 2. Role of the dorsal cochlear nucleus in hearing
 Understanding auditory processing in terms of the neural circuits in the brain depends onworking out the roles of the multiple parallel pathways of the brainstem auditory system. Anexcellent example is provided by Chapter 4 of this book (see Yin, Chapter 4), in which the roleof the system consisting of the bushy cells in the CN and the principal cells of the superiorolivary complex is described. This circuit makes the precise comparisons of time of arrival andsound level in the two ears that are needed for binaural sound localization. In this chapter, therole of a second CN pathway, that formed by the principal cells of the DCN, is discussed.
 By the “role” of the DCN, we mean the computations done by the DCN for the otherparts of the auditory system. This is an ill-defined concept in that there is no accepted method fordefining the role of an arbitrary group of neurons in the brain. Several kinds of evidence can beoffered. First, there is behavioral evidence, i.e. the appearance of deficits in certain kinds ofauditory performance when the neurons are lesioned. Using an example from the previouschapter (see Yin, Chapter 4), deficits in sound localization performance are seen when lesionsare made in the principal nuclei of the superior olivary complex (Kavanagh and Kelly 1992; vanAdel and Kelly 1998). Second, there is evidence from the projection sites of the principal cells ofthe nucleus. Again, using the example of the previous chapter, the bushy cells of the CN projectessentially only to the superior olivary complex and are the primary source of inputs to thesuperior olive’s principal nuclei. This fact means that CN bushy cells are the pathway throughthe CN for information about binaural cues for sound localization. Third, there is evidence fromthe response properties of the neurons. The responses may convey information about a particularaspect of the stimulus (e.g. Blackburn and Sachs 1990; Dabak and Johnson 1992) or respond tothe stimulus in a way that corresponds well to some aspect of perception (e.g. Cariani andDelgutte 1996a,b; May et al. 1996). In either case, the responses are prima facie evidence that theneurons are participating in the corresponding aspect of auditory processing. Again a clear
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 example is provided by the bushy cell/superior olivary circuit (see Yin, Chapter 4). The superiorolive is the first place in the auditory system where neurons respond sensitively to differencesbetween the stimuli at the two ears, which argues that performing the basic calculations forbinaural sound localization is the principal role of this structure.
 Each of the three kinds of evidence has its own problems of interpretation. Strongconclusions can be drawn only when multiple lines of evidence converge to support the same setof hypotheses. In this chapter, we will focus mainly on the third kind of evidence for the case ofthe DCN, but the existing evidence of the first two kinds will be reviewed first.
 The principal cells of the DCN project directly to the central nucleus of the inferiorcolliculus (CNIC; Osen 1972; Oliver 1984; Ryugo and Willard 1985). They are unique in the CNin that their activity reflects substantial interneuronal processing in the complex neuropil of theDCN (Lorente de Nó 1981; Berrebi and Mugnaini 1991; Weedman et al. 1996). They are alsounique in that they serve as the convergence point for auditory and somatosensory information(Young et al. 1995). The main features of the interneuronal circuitry of the DCN have beenworked out, so that the generation of DCN principal cell responses to sound and somatosensorystimuli is well understood. These results suggest that one role of the DCN is to process thecomplex spectral patterns produced by directionally dependent filtering in the external ear(Young et al. 1992; Imig et al. 2000). These so-called head-related transfer functions (HRTFs)convey information about sound localization (e.g. in the cat, Musicant et al. 1990; Rice et al.1992). Thus one hypothesis for the role of the DCN in the auditory system is to process aspectsof spectral sound localization cues. This chapter will review what is known about neural signalprocessing in the DCN, as it relates to this hypothesis.
 2.1 Evidence from behavioral studies of sound localization
 Because the output axons of the DCN leave the nucleus through the dorsal acoustic stria(DAS; Fernandez and Karapas 1967; Adams and Warr 1976), which is separate from the otheroutputs of the CN, it is possible to interrupt the DCN’s output with minimal effects on theprojections from the rest of the CN. The intermediate acoustic stria, containing axons ofmultipolar cells in VCN (Adams and Warr 1976), is near the DAS and is probably damagedwhen the DAS is cut, but the largest output of the VCN, which passes through the trapezoidbody, is unaffected. A surprising result from experiments in animals with DAS lesions is that thedeficits produced are subtle. Masterton and colleagues showed that DAS lesions did not affectcats’ absolute thresholds, masked thresholds, or ability to discriminate the location of a soundsource (Masterton and Granger 1988; Masterton et al. 1994; Sutherland et al. 1998a).
 The only reported positive finding from such experiments is that lesioned cats show adeficit in sound localization when tested in situations that require pointing to the actual locationof the sound source. This is to be distinguished from situations in which the cat is asked todiscriminate the location of two speakers, a task that can be done without necessarily knowingwhere either speaker is located. The deficit in sound localization has been shown in two ways:First, Sutherland and colleagues used untrained cats performing a reflex head orientation to asound source (Sutherland et al. 1998b). The accuracy of the orientation was decreased after a
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 DAS lesion. Second, May trained cats to point to the source of a sound by turning their heads(May 2000). Although the results are complex, DAS lesions produced a clear deficit inperformance, especially for the vertical component of localization. When the same cats weretested in speaker discrimination, however, they showed little or no deficit, consistent with resultsfrom Sutherland and colleagues mentioned above.
 2.2 Sound localization cues in the cat
 Interpretation of theDCN’s role in sound local-ization depends on under-standing the nature ofsound localization cues inthe cat. Figure 1 shows asummary of the relevantaspects of these cues. Fig-ures 1A and 1B show ex-amples of HRTFs from acat. These functions showthe magnitude of the fre-quency-dependent gainfrom a speaker in free fieldto a microphone near theeardrum (Musicant et al.1990; Rice et al. 1992).That is, they show thechanges in a sound’s spec-trum that are produced bythe acoustical effects of thehead and external ear. If aspeaker were to produce abroadband noise with a flatspectrum, i.e. equal energyat all frequencies, the signalat the cat’s eardrum wouldhave a spectral shape equalto the appropriate HRTF.The important point for thepresent discussion is thatHRTFs are direction-dependent. Figure 1Ashows HRTFs with thesound source at three dif-ferent azimuthal positions; that is, the source was moved in 30˚ steps along the horizon. The
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 Figure 1. Characteristics of head related transfer functions (HRTFs) in thecat. These functions show the ratio between the amplitude of a sound at amicrophone near the cat’s eardrum and the amplitude of the sound at thesame point in space in the absence of the cat. They thus measure the effect ofthe cat’s head and external ear in perturbing the sound field. A. HRTFs forthree different azimuths at fixed elevation, i.e. moving parallel to the horizonin a left-right direction. Azimuth and elevation are defined below. B.HRTFs for three elevations at fixed azimuth, i.e. moving in a down to updirection. In both A and B, notice the prominent notches in the transferfunctions at frequencies between 8 and 17 kHz (first notch or FN). C.Contours of constant first-notch frequency for locations in space in front of acat. Light dashed lines show contours of constant azimuth and elevation.Each heavy line shows all the speaker locations for which there would be afirst notch of a certain frequency in one ear. Solid lines are for the right earand dashed lines are for the left ear; left ear contours are actually just mirrorimages of the right ear contours, assuming symmetric ears. Azimuth refers topositions along the horizon: 0˚ is straight ahead and positive azimuths are forpositions on the right, where the measuring microphone was located. Forexample, a speaker at 20˚ azimuth is centered on a line which makes a 20˚angle with respect to straight ahead. Elevation refers to vertical positions andis measured with respect to the horizon; 0˚ elevation is on the horizon,positive elevations are above the horizon. (Redrawn from Rice et al. 1992with permission.)
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 HRTFs at these locations differ in two important ways. First, the overall gain of the HRTF ishigher at the larger azimuths. This is most clearly seen at frequencies below 8 kHz, where theHRTFs are smooth in shape. The change in gain means that the sound is louder as the sourcemoves toward the ear; this effect produces a difference in interaural sound level, called aninteraural level difference (ILD), as the sound source moves away from the midline. Forexample, if the speaker were located at 15˚ azimuth, the HRTF for 15˚ would apply to the rightear and the HRTF for –15˚ would apply to the left ear. The ILD would be the (frequencydependent) difference between these two HRTFs.
 The second difference in HRTFs with azimuth is a difference in their detailed spectralshapes. The most obvious shape change is the movement in the center frequency of theprominent spectral notch located in the frequency region between 5 and 18 kHz (marked “FNregion” in Fig. 1A). The center frequency of the notch increases as the azimuth increases. Thisnotch, called the first notch, is a potent spectral cue to sound source location (Rice et al. 1992).At higher frequencies, there are more complex and variable changes in the spectral cues.
 Figure 1B shows HRTFs from three different elevations at the same azimuth. Similarchanges in spectral shape are seen, with the first notch frequency increasing with elevation, Note,however, that the overall gain does not change at low frequencies. Apparently the principal cueto elevation is spectral shape.
 Accompanying the differences in interaural level and spectral shape is a difference in thetime of arrival of the stimuli at the two ears, an interaural time difference (ITD), which is notshown in Fig. 1 (Roth et al. 1980; Kuhn 1987). Psychophysical analysis of humans and cats haveshown that all three cues to sound localization are used (reviewed by Middlebrooks and Green1991 and Populin and Yin 1998). Spectral cues are most important, in human observers, forelevation and for discriminating front from back.
 In cat, the first-notch frequency is a potential spectral cue for both azimuth and elevation.Figure 1C shows a plot of the distribution of first-notch frequencies for locations in front of a cat.The lines show contours of constant first-notch frequency, i.e. locations in space having the samefirst-notch frequencies. The solid lines show contours for the right ear and the dashed lines showcontours for the left ear (assumed to mirror the right ear data). This plot shows that a cat canlocalize a sound over a significant region of space based on a knowledge only of the first-notchfrequencies in the two ears.
 If cats do use the first-notch cue to localize sound, then their sound localizationperformance should be sensitive to manipulations that interfere with the first-notch information.Huang and May (1996a) trained cats to localize sounds from speakers in the frontal field, i.e.roughly over the range of locations shown in Fig. 1C. The cats were trained with broadbandnoise, so that all the spectral cues were present, along with the interaural cues (ILD and ITD).The cats were required to respond by making a head orientation to the sound source, to guaranteethat the task involved actually localizing the sound. Cats were tested with tones and with filteredbands of noise. Their performance was best when the stimulus contained noise in the frequencyband between 5 and 18 kHz. Because this is the frequency region where the first notch cue islocated, this result suggests that cats depend on the first notch cue for sound localization.
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 In an additional experiment, cats were trained to discriminate the sounds coming fromtwo different speakers (Huang and May 1996b). Again the cats were trained with broadbandnoise and tested with noise filtered to remove certain frequency bands. In this case, removing thesignal energy above 18 kHz had the largest effect on performance, suggesting that the catsdepended on changes in the stimulus spectrum at high frequencies to discriminate speakers.Apparently, cats can hear the spectral cues at higher frequencies and discriminate changes in thespectrum, but the variation of spectral shape with sound source direction is so complex at highfrequencies that it cannot easily be used as a cue for sound location.
 The apparent difference between the cues that cats use for sound localization versusdirection discrimination is consistent with the behavioral results, discussed above, suggestingthat the DCN is involved in sound localization, but not in direction discrimination. The shape ofthe signal spectrum at the eardrum is represented multiple times in the output pathways of theCN; for example, the chopper neurons of the VCN provide a robust representation of spectralshape for vowel-like stimuli (Blackburn and Sachs 1990), and so probably also provide a goodrepresentation of the spectral shapes created by HRTFs. Evidence will be summarized below toshow that DCN principal cells give a strong inhibitory response to spectral notches; this responseis a specialized mechanism in the DCN that is not present in VCN. Thus, it is possible that theoutputs of the VCN are sufficient to support discrimination behavior, so that this behavior is notaffected by DAS lesions, whereas the outputs of the DCN are necessary for reflex orientation andsound localization. The existence of the notch response in DCN principal cells provides evidencethat the DCN is involved in processing spectral sound localization cues and ties the behavioraland lesion data together.
 2.3 Evidence from the targets of efferent projections from the DCN
 The axons of DCN principal cells project mainly to auditory targets in the CNIC,bypassing the superior olive and the nuclei of the lateral lemniscus (Fernandez and Karapas1967; Osen 1972; Ryugo and Willard 1985). The effects of DCN activity on cells in CNIC isbeginning to be understood and this topic will be discussed in the last section of this chapter.However, knowledge about the targets within CNIC of DCN axons is in a preliminary state, andit is not possible to draw strong conclusions about the DCN’s role from its projection to CNIC.
 One intriguing hypothesis is that there are DCN-like or DCN-related subsystems of theauditory system which exist in the inferior colliculus, medial geniculate, and auditory cortex.Imig and colleagues have argued for the existence of such subsystems based on cells in thalamusand cortex that are sensitive to monaural (and therefore spectral) sound localization cues, asopposed to binaural cues (Samson et al. 1993; Imig et al. 1997). Further evidence for asegregation of DCN outputs is provided by the finding that evoked potentials produced byelectrical stimulation of the DAS are larger and shorter in latency in the anterior auditory fieldthan in the primary auditory cortex of the cat (Imig and Samson 2000). The existence of aseparate DCN-related module of cells in CNIC is suggested by the response characteristics ofCNIC neurons (Ramachandran et al. 1999) and by the effects on CNIC neurons of blocking theDAS with lidocaine (K.A. Davis, unpublished); this evidence will be reviewed in the last sectionof this chapter.
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 The DCN projects to non-auditory structures, among them the caudal pontine reticularnucleus (Lingenhöhl and Friauf 1994); this nucleus is important for acoustic startle reflexes, andthe DCN has been shown to contribute a component of startle (Meloni and Davis 1998). Thesedata do not provide much insight into the auditory role of the DCN, however, because the natureof auditory processing in the startle reflex has not been analyzed. For example, it would be usefulto know if there are late components of startle that require auditory processing, such as aknowledge of the location of the sound source that induced the startle.
 3. Structural organiza-tion of neural circuits inthe DCN
 Figure 2A is asketch of a frontal sectionof the cat DCN, showingthe main principal celltypes and some of the in-terneurons of the nucleus.The DCN consists of threelayers which are cut incross section in this figure.The layers are organizedaround the pyramidal cells,principal cells whose cellbodies form the secondlayer (Blackstad et al.1984), along with the cellbodies of granule cells(Mugnaini et al. 1980b).The principal cells’ somataare shown as black shapesin Fig. 2A; the prominentlayer of pyramidal cellbodies running parallel tothe surface of the nucleus isevident. A full drawing ofone pyramidal cell is shown(P). These cells are bipolar,with an apical dendritic treeextending into the molecu-lar layer, i.e. toward thefree surface of the nucleus,and a basal dendrite ex-
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 Figure 2. A. Sketch of a frontal section of the DCN showing the positions ofthe cell types that will be discussed in this chapter. The section has roughlythe shape and layout of the cat DCN, although the drawing is a combinationof descriptions from both cat and rodent. The dark shapes are somata ofDCN principal cells (pyramidal and giant cells) antidromically filled from aninjection of HRP in the CNIC (based on drawings in Ryugo and Willard1985). Drawings of individual examples of six cell types are shown toillustrate the typical positions of their cell bodies and dendritic trees in theDCN and VCN. The layers are identified at bottom left. The axon of onegranule cell is shown forming a parallel fiber (pf) in the molecular layer; theaxon originates in a granule cell in the pyramidal cell layer. B. Schematiccircuit diagram of the DCN, drawn in a plane parallel to the layers of thenucleus. F1 and F2 represent excitatory inputs from auditory nerve fibers andperhaps VCN T-multipolar neurons with best frequencies F1 and F2, formingtwo isofrequency sheets. Excitatory connections are unfilled, inhibitoryneurons are shaded and have filled terminals. Abbreviations for cell types: g– granule; C – cartwheel; G- giant; P – pyramidal; pf – parallel fiber; V –vertical; W – wideband inhibitor (VCN D-multipolar or radiate neuron). (Ais drawn from figures in Osen 1969; Osen 1983; Rhode et al. 1983; Ryugoand Willard 1985; Smith and Rhode 1989; Osen et al. 1990; and Berrebi andMugnaini 1991.)
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 tending into the deep layer.
 The superficial, or molecular, layer lies above the pyramidal cell somata. It contains theapical dendritic trees of pyramidal cells as well as several kinds of interneurons, including theinhibitory cartwheel (C), Golgi, and stellate cells, and their associated neuropil. The cartwheelcell somata are scattered in a thick layer extending from the pyramidal cell layer into themolecular layer (Berrebi and Mugnaini 1991). Stellate cells are not shown in Fig. 2A, but arelocated in the superficial layer (Wouterlood et al. 1984) and Golgi cells, also not shown, arelocated in the granule cell regions (Mugnaini et al. 1980a). The inputs to the molecular layer areparallel fibers (pf), which are the axons of granule cells. Parallel fibers run roughly parallel to theplane of the frontal section shown in Fig. 2A, and make synapses on the interneurons andprincipal cell dendrites located in the molecular layer. Granule cell somata are concentrated inthe pyramidal cell layer of the DCN and in six other areas mostly around the surface of the DCNand VCN (Mugnaini et al. 1980b). Inputs to the granule cells are made by mossy fiber terminalsof axons originating from a variety of auditory and non-auditory sources (reviewed in Weedmanand Ryugo 1996 and Wright and Ryugo 1996). Among the best studied of these are inputs fromthe somatosensory dorsal column and spinal trigeminal nuclei (here called MSN for medullarysomatosensory nuclei; Itoh et al. 1987; Weinberg and Rustioni 1987), but additional inputs comefrom the vestibular system (Burian and Gestoettner 1988; Kevetter and Perachio 1989), frompontine nuclei (Ohlrogge et al. 2000), and probably also from other sources not yet described.
 The deep layer of the DCN is a heterogeneous region located deep to the pyramidal cellbodies. It contains the basal dendritic trees of pyramidal cells along with the somata and most ofthe dendritic trees of the second DCN principal cell type, the giant cell (G). Giant cell somatacan be seen as scattered large profiles in the deep layer in Fig. 2A. The deep layer also containsthe vertical cells (V), also called tuberculoventral cells, whose somata are located deep to thepyramidal cells (Lorente de Nó 1981; Saint Marie et al. 1991; Zhang and Oertel 1993b). Themain inputs to the deep layer are auditory axons, from the auditory nerve (Osen 1970; Ryugo andMay 1993) and from VCN multipolar cells (Adams 1983; Smith and Rhode 1989; Oertel et al.1990). Auditory nerve fibers travel roughly perpendicular to the plane of section in Fig. 2A.They innervate neurons along their path, forming isofrequency sheets of cells. The directions oftravel of the parallel fibers in the superficial layer and the auditory nerve axons in the deep layerare roughly orthogonal. The dendritic trees of pyramidal cells, cartwheel cells, and vertical cellsare flattened in the direction parallel to the auditory nerve fibers, so that these cells tend toreceive inputs within a narrow range of frequencies (Osen 1983; Blackstad et al. 1984; Berrebiand Mugnaini 1991).
 The arrangement of synaptic connections among the main neuron types of DCN is shownschematically in Fig. 2B. This figure shows a view of the DCN looking down on the surface, inthe plane of the paper in Fig. 2A; the isofrequency sheets run from left to right and the parallelfibers run from top to bottom. Two isofrequency sheets are shown, for frequencies F1 and F2.The sheets are bound together by the axons of auditory nerve fibers and possibly also VCNmultipolar neurons. Each sheet contains a complement of pyramidal (P) and giant (G) cells alongwith a vertical cell (V) representing the vertical cells in the sheet. The vertical cell axonsdistribute in parallel to isofrequency sheets and terminate on both principal cell types.
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 There are two cell types in VCN which send axon collaterals to the DCN (Smith andRhode 1989; Oertel et al. 1990; Doucet and Ryugo 1997). The planar or T-multipolars are VCNprincipal cells whose axons travel to the CNIC in the trapezoid body. These neurons havedendritic trees oriented in the direction of the auditory nerve fibers and make terminals withexcitatory morphology (asymmetric with round vesicles) in DCN. The radiate or D-multipolarsare VCN principal cells whose axons probably leave the CN in the intermediate acoustic stria.Their dendrites are oriented across the array of auditory nerve fibers, so that they receive inputsfrom a broad range of frequencies. Radiate neurons are glycinergic (Doucet et al. 1999) andmake terminals with inhibitory morphology in DCN. They correspond to the element called thewideband inhibitor (W) in Fig. 2. Evidence to associate the wideband inhibitor and the radiateneuron is discussed in a later section. Whether these neurons make tonotopic connections withinan isofrequency sheet, as shown in Fig. 2B, is not settled; this uncertainty is indicated by the Wneuron with projections ending in question marks.
 The circuitry of the molecular layer of the DCN is represented in Fig. 2B by the mossyfiber inputs, granule cells, and cartwheel cells. Like other DCN circuits, cartwheel cell axonsdistribute predominantly in parallel with the isofrequency sheets, as they are drawn (Berrebi andMugnaini 1991). Although no source of auditory inputs to cartwheel cells is shown in Fig. 2B,these cells do respond to sound (Parham and Kim 1995; Davis and Young 1997), so either somemossy fibers are auditory or there are additional connections that are not shown. Auditory nervefibers do not terminate in the molecular layer (Merchán et al. 1985; Ryugo and May 1993).
 The circuitry of the molecular layer is substantially more complex than is shown in Fig.2B. Four additional cell types (Golgi cells, stellate cells, unipolar brush cells, and chestnut cells;Mugnaini et al. 1980a; Wouterlood et al. 1984; Weedman et al. 1996) have been described in themolecular layer. However, the details of their participation in DCN circuits have not beenworked out from either the anatomical or physiological perspective.
 4. Response properties of DCN neurons
 The circuit diagram of Fig. 2B shows that the DCN is well-endowed with inhibitoryinterneurons. In fact, the responses to sound of DCN neurons display substantial inhibitoryinfluences and, in the work discussed in this chapter, it has proven most useful to characterizeresponses in the DCN on the basis of the nature and extent of inhibitory inputs. Figure 3 showstypical response maps of elements of the DCN circuit. These maps are based on responses totones of various frequencies and sound levels; they show discharge rate versus frequency at aseries of fixed sound levels (actually attenuations, as explained in the figure caption). Thehorizontal line in each plot is the spontaneous discharge rate. Increases in rate above spontaneousare colored black, to show excitatory response regions; decreases in rate, inhibitory regions, areshaded.
 Figure 3A shows a type IV response map, which is characteristic of most principal cellsin the unanesthetized cat DCN (Young and Brownell 1976; Young 1980; Rhode and Kettner1987). Type IV response maps vary considerably from neuron to neuron, but the one shown inFig. 3A displays the characteristics that are most typical of this response type in decerebrate cat
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 (Spirou and Young 1991).There is a small excitatoryarea near threshold centeredon the neuron’s best fre-quency (BF, 17.5 kHz). Athigher sound levels, the re-sponse near BF is inhibi-tory over a V-shaped areacalled the central inhibitoryarea (CIA, centered on 16-17 kHz in this case). Theupper frequency edge of theCIA is bounded by a smallexcitatory ridge (near 22kHz here). Usually there isanother inhibitory area athigher frequencies, above22 kHz in this example, anda large excitatory area athigh levels and low fre-quencies, below 10 kHz inthis example. Several ex-amples of type IV responsemaps are given in subse-quent figures in this chap-ter; these illustrate the vari-ability in type IV maps.The only required featuresof a type IV map are thelow-level excitatory area atBF and the CIA. A modelfor the type IV responsemap is presented below;quantitative variations inthis model have beenshown to be capable ofproducing the range of typeIV response maps observedin the DCN (Reed andBlum 1995).
 Type II responses(Fig. 3B) have a narrow V-shaped excitatory area centered on BF and a significant inhibitorysurround. These units are characterized by two features in addition to their response maps: 1)type II units do not have spontaneous activity; and 2) type II units give weak or no response to
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 broadband noise (Spirou et al. 1999). Because of the lack of spontaneous activity, inhibitoryresponses are demonstrated in response maps like Fig. 3B by presenting a low-level BF tone offixed attenuation and frequency; this tone produces a low rate of background activity againstwhich both excitatory and inhibitory responses can be seen. Type II responses are recorded fromvertical cells in DCN, based on the fact that they can be antidromically stimulated from the VCNwhere vertical cells project an axon collateral (Young 1980) and based on identification of typeII neurons by dye filling (Rhode 1999).
 Type III neurons (Fig. 3C) have response maps like those of type II units, with a centralV-shaped excitatory area centered on BF and inhibitory sidebands. They are recorded fromprincipal cells, and perhaps also other cell types (Young 1980). Type III responses differ fromtype II in that type III units have at least some spontaneous activity and respond to broadbandnoise about as strongly as they do to tones (Young and Voigt 1982). To discriminate type II andtype III units, a spontaneous rate of 2.5 /s and a relative noise responsiveness (maximum drivenrate to noise divided by maximum driven rate to BF tones) of 0.35 are typically used. Type IIIunits are relatively rare in the decerebrate cat DCN (Shofner and Young 1985), but are muchmore common in anesthetized cats or in rodents like the gerbil, regardless of anesthetic state(Evans and Nelson 1973; Davis et al. 1996a; Joris 1998). Pentobarbital anesthesia converts typeIV units to type III (Evans and Nelson 1973; Young and Brownell 1976), presumably byreducing the potency of the vertical cell inhibitory circuit. This issue is discussed in more detailbelow.
 Two additional classes of DCN response maps are not shown in Fig. 3. Type IV-T unitsappear to be an intermediate between types III and IV. They are like type IV units, except withweaker inhibition in the CIA (Spirou and Young 1991). Type I/III units have no spontaneousactivity and response maps like those of type II units. They differ from type II units in thequantitative details of their BF-tone responses and in that they respond strongly to broadbandnoise (Spirou et al. 1999). The criteria used to distinguish type II and type I/III units aresomewhat arbitrary and it is clear that they show overlapping properties. However, there is animportant functional difference between the two unit types, in that good evidence exists toassociate type II responses with the vertical cell and with inhibitory inputs to principal cells (seebelow; Young 1980; Voigt and Young 1990; Rhode 1999), whereas there is no evidence thattype I/III units serve an inhibitory function. There is also no evidence as to the identity of typeI/III units.
 The remaining response type in Fig. 3 is the complex-spiking neuron, whose responsemap is shown in Fig. 3D. Complex-spiking neurons are those whose action potentials, inextracellular recording, show short bursts of spikes. These bursts resemble the mixed calcium-sodium spike bursts recorded intracellularly in cartwheel cells (Zhang and Oertel 1993a; Maniset al. 1994; Golding and Oertel 1997). Such bursts are seen in extracellular recording only in thesuperficial DCN, at depths that correspond to the location of the cartwheel cell bodies (Parhamand Kim 1995; Davis and Young 1997). Based on this evidence, we assume that complex-spiking responses are recorded from cartwheel cells. Complex-spiking neurons almost allrespond to sound, but their responses are highly variable, as illustrated by the response mapshown in Fig. 3D. Two repetitions of the map are shown (solid and dashed lines); the variabilitybetween these two is typical of complex-spiking neurons. These neurons also typically show
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 fluctuations in theirspontaneous rates and itis often hard to assignthem a BF. Their re-sponse maps show amixture of excitatoryand inhibitory areas, butthese are not organizedin any typical patterns.
 The characteri-zation of type IV unitsprovided by tone re-sponse maps suggeststhat these units respondto stimulus energy in amainly inhibitory fash-ion. However, whenbroadband noise is usedas the stimulus, the con-clusion is different. Fig-ure 4 shows responses tobroadband noise and tonoise notches for twotype IV units. The re-sponse maps of the unitsare shown in Figs. 4Aand 4B. The unit in Fig.4A has a response mapsimilar to the one in Fig.3A, with the same gen-eral features. The unit inFig. 4B has an almostentirely inhibitory re-sponse map, a pattern ofresponse that is alsocommonly seen. Figures4C and 4D show the re-sponses of the same twounits to BF tones and tobroadband noise (BBN),plotted as discharge rateversus sound level. TheBF-tone rate-level func-tions show the strongly
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 nonmonotonic shape that is typical of type IV units. Of course, the nonmonotonicity occursbecause the tone rate-level function corresponds to moving vertically through the response mapat BF, first through the excitatory area near BF threshold and then through the CIA. Moreimportant, however, is that the responses to BBN are excitatory at all sound levels, despite thepredominantly inhibitory responses to tones. The contrast is clear for the unit in the right column.From the response map, one would predict that the unit’s responses to a broadband stimulusshould be inhibitory, because inhibitory responses are observed at all frequencies in the responsemap over a 60 dB range of sound levels. Nevertheless, the net response of the unit to BBN isexcitatory. There are clear signs of inhibitory effects in the BBN rate-level functions, in that theyare nonmonotonic; nevertheless, the noise responses remain excitatory. This is the typicalbehavior of type IV units for noise responses.
 Figures 4E and 4F show another unexpected characteristic of type IV unit responses tobroadband stimuli (Spirou and Young 1991; Nelken and Young 1994); in this case the stimulusis BBN with a notch, or bandstop region, of varying width centered on the unit’s BF. The BBNrate-level functions are repeated in Figs. 4E and 4F along with responses to three notch widths.As the notch is widened, the response becomes strongly inhibitory (e.g. the 2 kHz notch width inFig. 4E and 4 kHz notch width in Fig. 4F). At the widest notch widths, the response becomes lessinhibitory, as in the 8 kHz notch width in Fig. 4E, and ultimately becomes excitatory again (notshown; Spirou and Young 1991). The inhibitory response to notches is not expected from thetone response maps by the following argument. The energy that is removed from the noise tomake the notch is centered on unit BF; because responses to tone energy near BF is inhibitory inthe response map, removing this energy from a BBN should produce an excitatory effect, insteadof the inhibitory one that is actually observed. This argument is quite clear for the unit in theright column; it must be made quantitatively for units like the one in the left column because ofthe small excitatory areas that are present at most levels (Spirou and Young 1991).
 The responses of type IV units to broadband stimuli show that these units integrateenergy within their response areas in a nonlinear fashion. This point has been demonstrated inseveral different ways (Nelken and Young 1997; Nelken et al. 1997; Yu and Young 2000). Onedirect demonstration is to compare tone response maps, like Figs. 3A, 4A, and 4B, with spectro-temporal receptive fields (STRFs) which show the equivalent of a response map constructedfrom responses to BBN. Whereas tone response maps for type IV units are predominantlyinhibitory, the STRFs are predominantly excitatory. In the next section, the nature of the DCN’sauditory circuits is analyzed in a way that shows how the nonlinearity of type IV responsesarises.
 5. The interactions in DCN neural circuits that generate its responses to sound
 The nonlinear response characteristics of DCN principal cells can be accounted for by thebasic DCN circuit of Fig. 2B. Two inhibitory interneurons are particularly important forresponses to sound: the vertical cell, which serves the role of a narrowband inhibitor, and the D-multipolar or radiate neuron of the VCN, which serves the role of a wideband inhibitor. Thecharacteristics of these two inhibitory neurons are shown in Fig. 5, which shows plots ofdischarge rate versus sound level for BF tones and BBN for a type II unit (Fig. 5A) and an onset-
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 C unit (Fig. 5B). Type II units are recorded from vertical cells in DCN, as discussed above.Onset-C responses are recorded in the VCN and have been shown to come from multipolarneurons (Smith and Rhode 1989) whose anatomical characteristics are the same as those of theD-multipolar (Oertel et al. 1990) or radiate neurons (Doucet and Ryugo 1997). Most important,these neurons project an axon collateral to the DCN and are glycinergic (Doucet et al. 1999),therefore inhibitory, interneurons. These are the cells marked W in Fig. 2.
 Type II neurons givea strong excitatory responseto BF tones (Fig. 5A) but aweak response to BBN. Inthis sense, they are a narrow-band inhibitor which is ac-tive in DCN for stimuli liketones or narrow bands ofnoise. Natural stimuli, likespeech, which have relativelynarrow peaks of energy atcertain frequencies (the for-mants in the case of speech)are also likely to activatethese units. That type II unitsinhibit type IV units has beenshown using cross-correla-tion analysis, in experimentswhere simultaneous recordings were made from a type II and a type IV unit (Voigt and Young1980, 1990). In appropriate pairs, there is a dip in the discharge probability of the type IV unitimmediately after spikes in the type II unit, a so-called inhibitory trough. This is the featureexpected of a monosynaptic inhibitory synapse. Inhibitory troughs are seen when the BF of thetype II unit is near that of the type IV unit, actually at or just below the type IV BF. This result isconsistent with the tonotopic distribution of vertical-cell axons. When a type II and a type IVunit show an inhibitory trough, the excitatory portion of the type II response map usuallycorresponds well to the CIA of the type IV unit (Young and Voigt 1981), suggesting that the CIAis produced by type II inputs.
 By contrast, onset-C neurons give weak responses to BF tones and other narrowbandstimuli, but strong responses to BBN (Winter and Palmer 1995). This behavior is illustrated bythe rate-level functions in Fig. 5B. Palmer and colleagues have characterized the responses ofonset-C neurons as resulting from wideband facilitation, meaning that inputs from differentfrequency ranges interact in a strongly facilitatory way (Winter and Palmer 1995; Palmer et al.1996). Thus the responses of onset-C neurons increase as bandwidth is widened to a bandwidthwell beyond the integrating bandwidth of other CN neurons. The inset in Fig. 5B shows the post-stimulus time (PST) histogram of an onset-C response to BF tones at the sound level indicated bythe arrow. The strong onset character of the response and the relatively weak steady stateresponse are evident.
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 The evidence to asso-ciate onset-C neurons withwideband inhibition in DCN isindirect. The primary evi-dence, discussed above, is thatonset-C responses are re-corded from a neuron in theVCN that is glycinergic andprojects axon collaterals to theDCN (Smith and Rhode 1989;Oertel et al. 1990; Doucet etal. 1999). Onset-C neurons arehypothesized to provide theinhibition to type II neuronsthat prevents them from re-sponding to BBN (Winter andPalmer 1995) and the inhibi-tion to DCN type IV units thatproduces inhibitory responsesto notch noise (see below;Nelken and Young 1994). Inboth cases, onset-C neuronshave exactly the characteris-tics needed to produce the in-hibition observed in DCN.This is clearest for widebandinhibition of type II units,where the bandwidth of inhi-bition measured by broadeninga band of noise is consistentwith the excitatory bandwidthof onset-C neurons, but iswider than the bandwidth of other neurons in the CN (Palmer et al. 1996; Spirou et al. 1999).
 The tone response map of DCN type IV neurons can be reconstructed qualitatively fromthe properties of the two inhibitory sources discussed above. The model at left in Fig. 6 showsthe interconnections of a type II, a type IV and a wideband inhibitor (simplified from Fig. 2B).The inset at top center of the figure shows the overlapping excitatory receptive fields of themodel’s three inputs to the type IV unit. The receptive fields are drawn as if they were plotted onstandard tuning curve axes of frequency (abscissa) and sound level (ordinate), although the axesare not shown. The white tuning curve marked ANF represents the excitatory input to the cell,from auditory nerve fibers and perhaps also from T-multipolars of the VCN. The two blacktuning curves represent the excitatory areas of type II neurons. These are aligned with theexcitatory tuning curve in a way that is consistent with the data from previous studies. First, thethresholds of the type II units are elevated with respect to the ANF threshold, consistent with the
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 finding that type II units have higher thresholds than either low-threshold (high spontaneous rate)auditory nerve fibers or type IV units (Young and Brownell 1976; Davis and Young 2000).Second, the type II BFs are shifted somewhat toward frequencies below the ANF BF. This isbased on evidence that, in type II-type IV pairs with an inhibitory trough, the BF of the type IIunit tends to be below the BF of the type IV unit (Voigt and Young 1990). The type II input isassumed to be strong enough to produce the type IV unit’s CIA in the areas of the type IIexcitatory response. The type IV unit’s low-level excitation near BF results from the highthresholds of the type II input; the small excitatory region at the high-frequency edge of the CIAis produced by the slight downward shift of the type II BFs. The type IV’s excitatory area at highlevels and low frequencies results from the high tail thresholds of the type II units, relative toANFs (Young and Voigt 1982). The remaining element of the circuit is the wideband inhibitor.The tuning curves of onset-C units tend to have high thresholds and wide bandwidths, consistentwith the wideband facilitation model for these cells (Winter and Palmer 1995; Jiang et al. 1996;Palmer et al. 1996). The gray tuning curve shows the hypothesized contribution of the widebandinhibitor to the type IV response map, which is mainly the inhibitory area at frequencies aboveBF. However, for tones the wideband inhibitor’s input is weak, because these units are weaklyactivated by tones (Fig. 5B) and it is likely that another inhibitory source also contributes to theupper inhibitory sideband (see below; Davis and Young 2000).
 The response map at right in Fig. 6 is repeated from Fig. 4A; the inhibitory areas arecolored black and gray to show the portions of the map that are hypothesized in the model toderive from the two inhibitory sources. A similar picture could be drawn starting with theresponse map in Fig. 3A. The response map in Fig. 4B can be produced from the same elementsby increasing the bandwidth and strength of the type II inhibitory inputs (Reed and Blum 1995).
 Figure 7 shows how the model of Fig. 6 can be used to account for the responses tobroadband stimuli shown in Fig. 4. The plots in Figs. 7B, C, and D are sketches of the rate versussound level functions predicted by the model for narrowband stimuli (tones or narrow noisebands, Fig. 7B), notch noise (Fig. 7C) and broadband noise (Fig. 7D). Figs. 7E and 7F showactual rate-level functions from a type IV unit, for reference. In the model plots, the rate-levelfunctions for the type IV unit and its excitatory input (ANF) are plotted in the positive directionand the rate-level functions of the inhibitory inputs are plotted in the negative direction. Theassumption used in constructing these plots is that the inputs add to produce the type IV outputafter weighting by synaptic strengths. For narrowband stimuli (Fig. 7B), the excitatory input(ANF) has a monotonic rate-level function typical of both auditory nerve fibers and T-multipolarcells of VCN (Sachs and Abbas 1974; Shofner and Young 1985). The type II unit has a strongresponse with the characteristically nonmonotonic shape typical of these units (e.g. Fig. 5A). Thewideband inhibitor (WBI) gives only a weak response, as illustrated in Fig. 5B, and contributeslittle. Because the type II unit has a higher threshold than the excitatory input, the type IV unit isexcited at low sound levels, but then is inhibited when the type II unit begins to fire. Thecorrespondence of the type II excitatory threshold and the type IV inhibitory threshold, meaningthe sound level at which the type IV rate reaches a peak and begins to decline, has beendemonstrated for type II-type IV pairs that show an inhibitory trough (Young and Voigt 1981)and also in the population of type II and type IV units (Davis and Young 2000). The type IIinhibitory input is strong enough to inhibit the discharge of the type IV unit at high sound levels,
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 resulting in the CIA andthe characteristic non-monotonicity of type IVunits for narrowbandstimuli centered near BF(Figs. 4C, 4D, and 7E).
 For broadbandnoise (Fig. 7D), the exci-tatory input behaves ap-proximately the same asfor tones. The widebandinhibitor gives a strongresponse in this case. Be-cause of the inhibitionfrom the wideband in-hibitor, the type II unitgives a weak response andcontributes little to thetype IV response. Thetype IV response is theresultant of the excitatoryinput minus the inhibitionfrom the wideband in-hibitor. The strength of theinhibitory synapse fromthe wideband inhibitor ispresumed to be relativelyweak, so that it producesonly partial inhibition ofthe type IV unit, givingthe weak excitatory re-sponse typical of type IVunits for broadband noise(Figs. 4C, 4D, and 7F).
 Finally, with notchnoise, the situation issimilar to the case ofbroadband noise, in thatthe wideband inhibitor isstrongly activated and thetype II unit is not (Fig.7C). Activation of thewideband inhibitor occurs because these neurons receive and integrate excitatory inputs across arelatively broad array of BFs, the broadband facilitation mentioned above. For notch widths that
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 are narrower than the bandwidth of the wideband inhibitor’s excitatory inputs, it will still receiveenough input to be activated. By contrast, the excitatory input to the type IV unit is narrowband;the energy removed to make the notch reduces substantially the excitatory input. The effect is ashift in threshold and a decrease in the slope of the ANF rate function (Schalk and Sachs 1980;Poon and Brugge 1993). The type II response is also weak, both because the wideband inhibitoris activated and because of reduced excitatory input near BF. As a result, the wideband inhibitoris the strongest input to the type IV unit for notch noise and the net response of the type IV unitis inhibitory (Figs. 4E, 4F, and 7E). Type IV units show a range of sensitivities to notch width(Nelken and Young 1994). The net effect of a particular notch width on a type IV unitpresumably depends on the relative integrating bandwidths of the excitatory and widebandinhibitor inputs. As long as more energy is removed from the excitatory than from the inhibitoryinputs, the type IV response will be inhibitory. The qualitative model shown in Figs. 6 and 7 hasbeen quantified to show that it can successfully account for most properties of type IV neurons inDCN (Blum et al. 1995; Hancock et al. 1997; Blum and Reed 1998).
 According to the model, the nonlinearity of DCN principal cell responses results from thefact that the DCN circuit switches from one dominated by type II units for narrowband stimuli toone dominated by the wideband inhibitor for broadband stimuli. Because neither inhibitor isspontaneously active, the switch behaves like a rectifier, producing nonlinear responses. Forexample, the lack of spontaneous activity in type II units means that a broadband stimulusproduces no effect through the type II circuit; if type II units were spontaneously active, theinhibition of type II units by broadband stimuli through the wideband inhibitor would appear asdisinhibition in type IV neurons. The result would be a smooth transition from inhibitory todisinhibitory effects in type IV units as the bandwidth widens, instead of a sudden disappearanceof the type II unit at zero rate. In fact, many of the nonlinearities in DCN principal cell responsesoccur at the point where type II units reach threshold (Nelken and Young 1997).
 6. Inhibitory and excitatory inputs to principal cells from the superficial DCN andthe effects of somatosensory inputs
 The model presented in the previous sections does not include the effects of the neuropilin the superficial DCN. As described in Fig. 2, DCN pyramidal cells receive excitatory inputsfrom the parallel fibers of the molecular layer and inhibitory inputs from interneurons locatedthere. Giant cells in deep DCN do not have extensive dendritic trees in the molecular layer;however, on physiological grounds, they receive inputs from at least a part of the circuitry of thesuperficial layer (Davis et al. 1996b; Golding and Oertel 1997). Figure 8 shows typical effects ofelectrical stimulation of the somatosensory inputs to the DCN from the MSN; data are shown fortype IV (Figs. 8A,B), type II (Fig. 8C), and complex-spiking units (Fig. 8D). For each plot, thetop trace shows the extracellular evoked potential (EP) at the DCN recording site. The stimuluswas a sequence of four shocks delivered to the MSN at the times of the arrows at the top of thefigure. The evoked potentials serve as a marker of the synaptic currents produced in themolecular layer by activation of the parallel fibers (Young et al. 1995). The bottom traces arePST histograms of the responses to the stimulation for DCN units that were otherwise firingspontaneously, except for the type II unit in Fig. 8C which was activated by a BF tone 10 dB
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 above threshold. The re-sponse of the type IV unitin Fig. 8A shows threecomponents: 1) a short-latency inhibitory compo-nent that precedes the onsetof the EP (marked by thedashed lines); 2) a transientexcitatory component(bold) just after the onset ofthe EP; and 3) a long-latency inhibitory compo-nent which follows the ex-citatory component. Ap-proximately half of all typeIV units show this responsepattern to MSN stimulation,while most of the remain-der show only the thirdlong-latency inhibitorycomponent, as for the unitin Fig. 8B. Note that thelong-latency inhibitorycomponent begins after theonset of the evoked poten-tial in Fig. 8B. Althoughthe source of the short-la-tency inhibition is un-known, the excitatory com-ponent likely reflects directexcitation of principal cellsby parallel fibers (Manis1989; Waller et al. 1996)and the long-latency inhi-bition is probably producedby input from cartwheel cells (see below; Davis and Young 1997). Type II inhibitory inputs toDCN principal cells are themselves weakly inhibited by MSN stimulation (Fig. 8C; Young et al.1995); onset C neurons are weakly excited by MSN stimulation, but only in the presence of anacoustic stimulus (K.A. Davis unpublished). Thus the long latency inhibition of type IV unitscannot be produced by excitation of either type II or onset-C inhibitory circuits.
 Evidence that cartwheel cells are the source of the long-latency inhibitory component isshown in Fig. 8D. In contrast to type IV units, complex-spiking units are strongly excited byMSN stimulation. This excitatory response coincides in time with the onset of the EP (dashedlines) and shows a characteristic adaptation pattern: strongest at the first pulse, weakest at the
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 second pulse, and then increasing in strength at subsequent pulses. Comparison of Figs. 8B and8D shows that the latency and four-pulse amplitudes of the complex-spiking unit responsescorrespond exactly to the long-latency inhibitory responses of type IV units, suggesting thatcartwheel cells are the source of this component. These comparisons are made in more detailelsewhere (Davis and Young 1997).
 Somatosensory inputs to DCN can be activated by stimulating many parts of the body(Saadé et al. 1989; Young et al. 1995), but by far the strongest effects are from the pinna. TheEPs in DCN are largest when electrical stimulation is applied to the pinna representation of thesomatosensory map in the MSN (Young et al. 1995) and are also largest when spinal nerve C2 isstimulated (Kanold and Young 1998). C2 is the nerve that carries sensory fibers from both theskin and muscles associated with the pinna (Hekmatpanah 1961; Abrahams et al. 1984a,b). Themodality of the somatosensory effects in DCN is clearly muscle sense, not skin sense (Kanoldand Young 1996, 1998). That is, touching the skin or hairs on the pinna and surrounding skinrarely causes any effect in DCN. Instead the effective stimuli are actions that stretch the musclesthat move the pinna. Both lateral extension of the pinna and vibration applied to the pinnamuscles are strong stimuli; both actions should primarily stimulate muscle stretch receptors andtendon organs. Thus the somatosensory inputs to the DCN seem to convey information about thecontractile state of the muscles that move the pinna, and therefore about the orientation of thepinna. The circuitry in the superficial DCN conveys this information to the DCN principal cells,where it is integrated with auditory information from the circuitry in the deeper layers.
 7. Evidence for DCN circuits from pharmacological manipulations
 The three inhibitory circuits described above, i.e. the vertical, radiate, and cartwheel cells,are all glycinergic (Oertel and Wickesberg 1993; Golding and Oertel 1997; Doucet et al. 1999).A test of the model described in the previous section is to apply pharmacological antagonists toglycine and γ-aminobutyric acid (GABA), the other common inhibitory neurotransmitter, and
 examine whether responses change in the expected way. Figure 9 shows the effects on DCNresponses of iontophoretic application of strychnine, a glycinergic antagonist, and bicuculline, aGABAergic antagonist. The antagonists were applied to the recording site of the neurons from apipette glued to the recording electrode (Davis and Young 2000). This figure shows thatstrychnine has the effects expected from the model (see also Caspary et al. 1987; Evans andZhao 1993). Figure 9A shows BF rate-level functions for a type IV unit before, during, and afteriontophoretic application of strychnine and bicuculline. Under control conditions (thin solidline), the type IV unit had a nonmonotonic rate-level function, typical of type IV units. In thepresence of strychnine (heavy line), the unit lost entirely its inhibitory responses to high-leveltones, with the result that the function became monotonic; there was also an increase in thespontaneous discharge rate (dark gray band). Figure 9C shows that strychnine similarly releasestype IV unit responses to broadband noise. Here, the unit showed a weak excitatorynonmonotonic rate-level function to noise in control conditions (thin solid line) and a strong,monotonic response during strychnine application (heavy line); again, there was an increase inspontaneous activity.
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 The strychnine datacan be interpreted as fol-lows: Fig. 9A shows releaseof inhibition produced pri-marily by vertical cells,which are the most activeinhibitory interneuron dur-ing presentation of tones;Fig. 9C shows release ofinhibition produced pri-marily by the wideband in-hibitor, which is most ac-tive during presentation ofnoise. Increases in sponta-neous rate were observed inabout half the cases (Davisand Young 2000). Becauseneither vertical cells norwideband inhibitors arespontaneously active,changes in spontaneous ratemust reflect inhibition fromother, as yet unidentified,sources. Not shown in Fig.9 is that strychnine alsoblocks both the short- andlong-latency inhibition pro-duced by MSN stimulationin type IV units (Davis andYoung 2000). In the case ofthe long-latency inhibition,the strychnine effect pre-sumably acts by blockinginhibition from cartwheelcells.
 Although GABAergic neurons are not part of the model described above, there are manyGABAergic cells in the CN, especially in the superficial DCN (Mugnaini 1985; Roberts andRibak 1987; Osen et al. 1990). Golgi cells in the granule cell areas, including those in the DCN,and small cells scattered throughout the CN are GABAergic. Cartwheel cells colocalize GABAand glycine, although they seem to be functionally glycinergic (Golding and Oertel 1997; Davisand Young 2000). In addition, there are GABAergic efferent projections to the CN from otherparts of the auditory system (Ostapoff et al. 1990, 1997). Although the responses to sound ofthese GABAergic systems are not known, some properties of a GABAergic inhibitory systemcan be inferred from the effects of GABA antagonists on DCN responses. Figure 9 shows that
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 application of the GABA-A antagonist bicuculline has unexpected effects on DCN principalcells. The heavy dashed line in Fig. 9A shows that bicuculline did not abolish the inhibitionproduced by BF tones; instead, the inhibition was stronger in the presence of bicuculline, in thatthe inhibitory threshold was lower. A similar result is shown for noise-driven responses in Fig.9C. The noise rate-level function became strongly nonmonotonic with bicuculline, demonstratingstronger inhibition (heavy dashed line).
 The effects of both strychnine and bicuculline on type II units are what one expects forinhibitory antagonists. Figure 9B shows BF-tone and noise rate-level functions for a type II unitunder control conditions and during iontophoretic application of strychnine and bicuculline.Under control conditions (thin solid lines), the type II unit had no spontaneous activity, gaveexcitatory responses to BF tones at all sound levels, and responded with a rate near zero tobroadband noise. While neither drug alone or in combination endowed the unit with spontaneousactivity, both strychnine (heavy solid line) and bicuculline (heavy dashed line) producedsubstantial increases in response to both tones and noise. Both drugs also reduced the thresholdslightly. The effects of strychnine on type II units are consistent with the hypothesized stronginhibitory input to these neurons from the wideband inhibitor. The effects of bicuculline implythat there is an additional strong GABAergic input to type II neurons. The source of theGABAergic input is not known.
 The most dramatic bicuculline effects occur in type III units, illustrated in Fig. 9D. Incontrol conditions, type III units show monotonic or near-monotonic rate-level functions to BFtones (thin solid line). Bicuculline converted this type III rate function into a nonmonotoniccurve resembling a type IV unit (heavy dashed line). While the unit was still recovering from thebicuculline (dotted line marked partial recovery), strychnine was applied, resulting in abolition ofthe inhibition and a monotonic rate-level curve (heavy solid line). This result suggests that thebicuculline-enhanced inhibition in type III units is mediated by a glycinergic interneuron. Giventhat the stimulus was a BF tone, the glycinergic interneuron was most likely a type II unit.
 The effects of bicuculline on type III and IV units in Fig. 9 can be explained by assumingthat the iontophoresed drug is spreading from the recording site of the principal cell to nearbytype II neurons. Type II neurons often can be recorded on the same microelectrode with type IIIand type IV neurons (Voigt and Young 1980), which implies that their cell bodies are closetogether. Moreover, the strongest inhibitory cross-correlation is observed for type II/type IVpairs that are close together (Voigt and Young 1990). Thus it is reasonable to suppose that thesubstantial release from inhibition observed in type II units when bicuculline is applied (Fig. 9B)occurs also when bicuculline is iontophoresed near a type III or type IV unit. The changes in typeIII and IV response seen in Fig. 9 are then explained as a secondary consequence of release frominhibition in type II neurons, with the additional assumption that there are few GABAergicsynapses on principal cells, or that those synapses are weak. Consistent with this suggestion, thebicuculline-induced changes of the tone thresholds in type II units are in the same direction asand similar in amplitude to the changes in inhibitory thresholds in type IV units (-4 dB versus –3dB; Davis and Young 2000).
 Bicuculline has little or no effect on the inhibition of type IV units by electricalstimulation of the MSN, either short- or long-latency (Davis and Young 2000), supporting theconclusion that the cartwheel-cell inputs to principal cells are glycinergic and suggesting that the
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 unknown short-latency inhibitor is also glycinergic. However, the responses of cartwheel cells toMSN stimulation are increased following bicuculline application at their recording sites. Thusthe cartwheel cells must receive direct or indirect GABAergic inhibition activated by the mossyfiber inputs to DCN. A likely substrate for this inhibition is the Golgi cell, which could inhibitboth granule cells and cartwheel cells.
 The discussion above is based on the effects of antagonists at BF only; off-BF responsesshow new features which demonstrate the presence of an additional inhibitory input to type IVneurons. Figure 10 shows the effects of strychnine and bicuculline on the response maps of twotype IV units. Neither drug alone can eliminate all the inhibition present in type IV responsemaps. The top half of Fig. 10 shows a type IV response map in control conditions (Fig. 10A) andduring strychnine application (Fig. 10B). The vertical line in Fig. 10A is aligned with theexcitatory edge of the CIA and separates this unit’s inhibitory response into its CIA and an upperinhibitory sideband. In thepresence of strychnine (Fig.10B), the CIA is eliminatedand replaced with excita-tion, consistent with themodel and previous results(Figs 9A). The inhibitionabove BF, however, is re-duced but not eliminated bystrychnine. The residualinhibition in these responsemaps is likely to beGABAergic in origin, as isillustrated by the secondexample in Fig. 10.
 The bottom half ofFig. 10 compares the re-sponse map of another typeIV unit in control condi-tions (Fig. 10C) and withbicuculline (Fig. 10D). Thebicuculline enhanced theCIA, which is most clearlyseen at 70 dB where thenear-BF excitatory re-sponse was abolished.However, the opposite ef-fect is observed for fre-quencies away from BF;the upper inhibitory side-band was converted to ex-citation and a weak
 dB attn
 90
 80
 70
 60
 50
 40
 5010 20
 With strychnineB
 2000
 5010 20
 Control
 Rat
 e, s
 pike
 s/s
 A
 Frequency, kHzFrequency, kHz5010 20 40
 40
 50
 60
 70
 80
 90
 dB attnWith bicuculline
 5010 20 40
 200
 0
 Rat
 e, s
 pike
 s/s
 C DControl
 Figure 10. Frequency response maps of DCN type IV units before (left) andduring (right) iontophoretic application of strychnine (top) or bicuculline(bottom). The control response maps are repeated in the right column withdashed lines to allow comparison. The vertical lines separate the CIA to theleft of the line from the upper inhibitory sideband to the right. The arrows attop point to BF. A and B show the effects of strychnine on one unit. In B,strychnine abolished most of the CIA and reduced, but did not eliminate, theupper inhibitory sideband. C and D show the effects of bicuculline on adifferent neuron. Note the enhancement of the CIA near BF (e.g. the responseat 70 dB attenuation), but the weakening of inhibition or enhancement ofexcitation away from BF (at levels from 40-70 dB attenuation). (Redrawnfrom Davis and Young 2000 with permission.)
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 excitatory response below BF was enhanced by the bicuculline. These results suggest that thereis an additional inhibitory input to principal cells which is GABAergic. It is apparently weakerthan the type II glycinergic inhibition that produces the CIA, so it is only clearly seen atfrequencies outside the CIA. The upper inhibitory sideband in type IV units is apparently due totwo effects: this GABAergic inhibitor and the glycinergic wideband inhibitor as in Fig. 6. TheGABAergic effect appears to be stronger for tones away from BF (compare Fig. 10D with Fig.10B), but the glycinergic effect dominates in broadband noise (Fig. 9C).
 8. Circuit model of the DCN
 The results of this and the previous section imply thatthe circuit model of Fig. 6 is incomplete with regard to thesynaptic inputs of DCN neurons. At least two additionalelements must be added, the cartwheel cells of the superficialDCN and at least one GABAergic source, of unknown origin.Figure 11 shows a modified circuit model that includes thesetwo elements, as well as a granule cell of the superficial layer.The cartwheel cells synapse on type IV neurons, and weakly ornot at all on the type II and WBI interneurons (e.g. thoseneurons give little or no inhibitory response to MSNstimulation, Fig 8C and Young et al. 1995). The GABAergicsource must be activated by both somatosensory and auditoryinputs in order to explain the results summarized in theprevious section and terminates on type II, type IV, andcartwheel cells. Its effects are strongest on the cartwheel andtype II neurons and are relatively weak on principal neurons.It is not clear that there is only one GABAergic source, butonly one is shown in Fig. 11 for parsimony. Evidence thatthere is more than one is provided by the fact that bicucullineiontophoresis at type IV recording sites affects these cells’responses to off-BF tones, but not to MSN stimulation. Thisresult seems to require two GABAergic sources, one morestrongly driven by sound and one more strongly driven by thegranule cell circuits.
 One role of the GABAergic neuron is apparently toregulate the strength of type II inhibition in DCN. Type IIIand type IV neurons can be understood as forming a continuum of principal cell responses, inwhich type IV neurons are seen when the GABAergic inhibition of type II neurons is weak andtype III neurons are seen with strong GABAergic inhibition. This hypothesis is consistent withthe effects of pentobarbital anesthesia on the DCN. In anesthetized animals, type IV units arerare and, in decerebrate preparations, type IV units are converted to type III when pentobarbitalis given intravenously (Evans and Nelson 1973; Young and Brownell 1976). Because one effectof pentobarbital is to potentiate GABAergic inhibition (e.g. Richter and Holtman 1982), type II
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 units would be more strongly inhibited by their GABAergic inputs in anesthetized animals,which should bias the principal cells toward type III. Another possibility is that the level ofGABAergic tone in an animal could account for the difference in prevalence of type III versustype IV neurons between species. In decerebrate cat, type IV units predominate (57% ofprincipal cells; Shofner and Young 1985), whereas in decerebrate gerbil, type III unitspredominate (85%, Davis et al. 1996a).
 9. Responses of DCN neurons to acoustic cues for sound localization
 The evidence discussed at the beginning of this chapter suggests that the DCN is involvedin integrating information about sound localization. Both behavioral results (Sutherland et al.1998b; May 2000) and the fact that the DCN receives somatosensory inputs that carryinformation about the position of the pinna (Kanold and Young 1996) support this idea. Giventhis hypothesis, it is interesting to ask how DCN principal cells respond to the acoustic cues thatconvey information about sound location. Sound localization cues are both binaural andmonaural. The DCN is primarily a monaural nucleus, although it does receive inputs from thecontralateral ear (Mast 1970; Young and Brownell 1976). However, the contralateral inputs areweak and do not produce sensitive responses to either interaural time differences or interaurallevel differences. Certainly the binaural responses in DCN are insensitive in comparison to thebinaural responses of cells in the superior olive and inferior colliculus. In contrast, DCN type IVunits are particularly sensitive to monaural cues, that is, to spectral sound localization cues of thekind produced by the cat external ear (Young et al. 1992, 1997). This sensitivity has been shownto give DCN principal cells a sensitivity to the direction of a sound source (Imig et al. 2000).
 Figure 12 shows an example of the responses of a type IV unit to spectral cues. Thestimulus used in this experiment was broadband noise filtered by the HRTF (Fig. 1) from onedirection in space; thus the power spectrum of the noise was equal to the magnitude spectrum ofa HRTF filter. This situation simulates presentation of a broadband noise in free field from aspeaker located in the direction of the HRTF. The strongest response produced by DCN type IVunits to HRTF-filtered stimuli is an inhibitory response when a spectral notch is centered on BF.Figure 12B shows the response map of a DCN type IV unit and Fig. 12A shows part of thepower spectrum of a HRTF-filtered noise on the same frequency scale. The power spectrum isrepeated three times, labeled a, c, and e. These three spectra are from one stimulus that waspresented at three different sampling rates of the D/A converter used to generate the stimuli; thismanipulation has the effect of shifting the spectrum to the left or right along the (logarithmic)frequency scale. The unit’s sensitivity to particular features in the stimulus spectrum can beinvestigated by studying the responses with those features located at various frequencies relativeto BF. Figures 12C and 12D show discharge rate versus sound level for the HRTF stimulus withits sampling rate adjusted to place the notch at five different frequencies, labeled a through e inFig. 12B. When the notch was centered on BF (c), the response was strongly inhibitory acrossalmost the entire range of sound levels. As the notch was moved away from BF, the inhibitoryresponse disappeared and was replaced by an excitatory response reminiscent of this unit’sresponse to broadband noise. At positions a and e the notch center was only –0.19 and 0.14octaves away from BF; nevertheless the response to the notch had disappeared, showing that this
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 unit had a very sensitiveresponse to the position of anotch relative to BF. Asdiscussed above, this re-sponse cannot be under-stood from the responsemap, but is accounted forby the circuit model ofFigs. 6 and 7.
 The inhibitory re-sponse to spectral notchesshown in Figs. 12C and12D is a property only ofDCN principal cells. Neu-rons in VCN show no signof the inhibitory responseand even DCN cells varyconsiderably in their sensi-tivity to the notch. This be-havior is illustrated by thedata in Fig. 13. Figures13A-C show plots of rateversus sound level forHRTF-filtered stimuli. Ineach case the sampling ratewas adjusted to place anotch at BF (labeled B),just below BF (U), or justabove BF (L). When thenotch was below or aboveBF, the sampling rate waschosen to place the BF justat the shoulder of the notch,as in cases a and e in Fig.12 (U means the BF is atthe upper shoulder of thenotch and L refers to thelower shoulder). In mostunits, when the notch isbelow or above BF, the re-sponse resembles the unit’sresponse to broadbandnoise, as in Fig. 12. It is the response to the notch at BF that varies most among units. The casein Fig. 13A is like the case in Fig. 12 in that the response is strongly inhibitory at BF. This
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 inhibitory response is seenonly in type III and type IVunits in DCN. The unit inFig. 13C shows responsestypical of VCN neurons andauditory nerve fibers (Poonand Brugge 1993), and alsosome DCN neurons. There isonly a shift in the rate func-tion to higher sound levelswhen the notch is at BF. Inthe VCN and the auditorynerve, the shift in the ratefunction is presumably dueto the reduction in stimuluspower within the unit’s tun-ing curve when the notch islocated at BF. In additionthere is sometimes a reduc-tion in the saturation ratewith the notch at BF; thisreduction reflects inhibitionin the VCN or cochlear two-tone suppression. The case inFig. 13B is intermediatebetween the other two exam-ples; this type IV unit showsa reduction of rate to nearzero when the notch is lo-cated at BF. From the modelof type IV units and the ex-planation in Fig. 7C, it seemslikely that the differencesamong the type IV units inFigs. 13A and 13B can beexplained by differences inthe excitatory and inhibitoryintegrating bandwidths of theneurons’ inputs, as discussedpreviously, or by differencesin the synaptic strength of the wideband inhibitor.
 Figure 13D shows a summary of the notch responses of DCN and VCN neurons. Theordinate of this plot is an index of notch sensitivity equal to the ratio of the saturation rate withthe notch at BF (rate minus spontaneous rate) divided by the average saturation rate with the
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 notch above and below BF (also rate minus spontaneous rate). Units like Fig. 13A have negativenotch sensitivity values, units like Fig. 13B have notch sensitivities near 0, and units like Fig.13C have notch sensitivities near +1. Thus the notch sensitivity is an index of the presence of theinhibitory response with the notch at BF. In Fig. 13D, notch sensitivity is plotted versus theunits’ BFs. Symbols identify the different unit types, as defined in the legend. Units from VCN(unfilled circles) all show notch sensitivities near +1 (median of 0.92). These units are notinhibited or only weakly inhibited by the notch at BF. DCN type II units (Xs) have notchsensitivities which range between +1 and 0 (median of 0.13); of course, these units cannot havenegative notch sensitivities because their spontaneous rates are zero. DCN principal cells (typesIII, IV-T, and IV, filled symbols) have notch sensitivities between +1 and –1 (medians of 0.20,0.53, and –0.33 respectively). The most sensitive notch responders, with sensitivities near -1, areall type IV units. The distribution of notch sensitivities in DCN principal cell types is actuallybimodal (not shown), with one mode near 0.75 and another near –0.5. The DCN neurons withnotch sensitivities near +1 are probably neurons whose notch responses are inhibitory only forwider notches. There is a range in behaviors in type IV units in terms of the notch width at whichthe inhibitory response appears (Spirou and Young 1991; Nelken and Young 1994); the range isnot determined by BF, since neurons with the same or similar BFs can have substantiallydifferent responses at the same notch width. This diversity is illustrated by the two examples inFig. 4.
 An important point about Fig. 13D is that there is no trend with BF toward good or poornotch sensitivity. Although there are few low BF (<10 kHz) neurons in the sample, notchsensitivity appears to be as prevalent in low BF neurons as it is in high BF neurons. This result isimportant because it suggests that the notch sensitivity is a part of a general DCN responseproperty and not something developed specifically for processing notches produced by the pinna,which are seen in cat at frequencies above about 8 kHz only (Musicant et al. 1990; Rice et al.1992).
 10. Targets of DCN axons in the inferior colliculus
 Axons of the principal cells leave the DCN through the DAS and project to thecontralateral CNIC (Osen 1972; Oliver 1984; Ryugo and Willard 1985). There they terminate inbroad swaths that extend through the entire isofrequency sheet. In the decerebrate cat, neurons inthe CNIC display four main response types (Ramachandran et al. 1999). One of these, calledtype O, appears to be particularly associated with the DCN. Type O units have tone responsemaps that are essentially identical to DCN type IV response maps (e.g. Fig. 14A). Wheninhibitory antagonists (strychnine or bicuculline) are iontophoresed at a type O recording site, theresponse map is unchanged for most units (Davis 1999). This result suggests that the inhibitoryareas of these type O units are not created by direct inhibition within the CNIC. Evidence thatthese response maps are, in fact, inherited from DCN type IV units is provided by the results ofblocking the contralateral DAS with lidocaine (K.A. Davis, unpublished). Blocking the output ofthe DCN in this way abolishes all activity in most CNIC type O units. It appears that about 70-80% of CNIC type O units inherit their tone responses from the DCN. In the remainder,iontophoresis of inhibitory antagonists abolishes most of the inhibition in the response map,
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 showing that some type Ounits are created at the levelof the CNIC. The two sub-types of type O units can bedistinguished by their rateresponses; the discussion ofthis section applies only tothe low-rate unit type that isassociated with the DCN.
 When broadbandstimuli are presented, typeO units differ from DCNtype IV units in severalways. Most interesting arethe effects of noise notches,shown in Figs. 14B and14C. These figures showresponses to broadbandnoise filtered to have anotch (stopband) of 3.2 kHzwidth centered at a range offrequencies, shown on theabscissa. The data in Fig.14B are at a low soundlevel (10 dB re threshold).The type O unit gives apredominantly excitatoryresponse to the broadbandnoise, with a dip in ratewhen the notch is centeredon the unit’s BF. This re-sponse is like that seen intype IV units (e.g. the ex-ample in Fig. 13B), exceptthat the type O unit does not show an inhibitory response with the notch centered on BF. Thusthe type O unit appears to receive an excitatory response to broadband stimuli which shifts up thedischarge rate from the type IV input without eliminating the notch response. At higher soundlevels, the response changes to that seen in Fig. 14C. At these levels, broadband noise inhibitstype O units, including when the notch is centered at BF (vertical line). However, when the notchis just below BF, there is a strong excitatory response that is very specific to the location of thenotch. The shift of noise responses from excitatory to inhibitory as noise level is raised is acharacteristic of type O units. These units produce nonmonotonic rate functions to noise that aresimilar to the BF-tone rate functions of both type O units and DCN type IV units, but are morestrongly nonmonotonic than type IV noise responses.
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 The relationship of the excitatory response with the notch just below BF to the responseof the DCN type IV input is shown in Fig. 14D. The solid line is the response of a CNIC type Oneuron to a notch, plotted against the center frequency of the notch. The sameinhibitory/excitatory effect is seen, with the excitatory response occurring when the notch is justbelow BF. When bicuculline was iontophoresed, the same stimulus set produced the responserate shown by the dashed line. There was a large release from inhibition and the notch responsebecame like that expected of a DCN type IV neuron; that is, there was a large excitatory responsewhen the notch was away from BF which became inhibitory when the notch was centered on BF.Notice that the inhibitory response to the notch near BF forms the upper frequency edge of theexcitatory response to the notch in the absence of bicuculline. Apparently there are stronginhibitory inputs to type O units which change the encoding of notches from an inhibitory dip atBF to an excitatory peak just below BF.
 The data on the CNIC suggest two conclusions about the neural processing of sounds inthe DCN. First, type IV responses clearly serve a role in the auditory system distinct from that ofthe more standard auditory response types in the VCN. Not only are type IV-like responsespreserved in the type O population of the CNIC, but new units of this type are created byinhibitory inputs within the CNIC. Thus neurons with strong inhibitory inputs and specific non-linear responses to certain spectral shapes apparently provide a useful stimulus representation tothe auditory system. This representation is not just a useful intermediate which is generated atone level and then combined into another response type at a higher level. Instead, type IVresponses are themselves preserved as a parallel system at the higher level. Second, therepresentation of spectral notches, which is a special feature of DCN type IV units, is re-encodedin the CNIC in a different, but no less specific, format. This re-encoding depends on bothexcitatory and inhibitory processes, some of which are quite strong (e.g. the data in Fig. 14D).The means by which the outputs of the DCN are re-encoded in the CNIC remains as an essentialpiece of the DCN puzzle, necessary to the ultimate interpretation of signal representation inDCN.
 11. Summary: what is the role of the DCN?
 The notch responses of DCN type IV neurons demonstrate a specific sensitivity to sharpspectral features. These neurons are inhibited by spectral notches with exquisite sensitivity to thelocation of the notch with respect to BF. They are also inhibited by the opposite spectral feature,which is a peak in the spectrum, such as might be produced by a formant frequency in a speechsound or a resonant energy peak in the sound produced by some vibrating object. Thus DCNprincipal cells show a particular response, inhibition, at BFs where sharp spectral features, peaksor notches, are located in the stimulus spectrum. Sharp features of this kind often convey usefulinformation about the environment, including the location of sound sources or the identity orquality of the sound source. Thus, it has been suggested that the DCN serves the role ofidentifying for the rest of the auditory system the frequencies at which interesting acousticinformation is located (Nelken and Young 1996).
 DCN principal cells are also predominantly inhibited by somatosensory stimuli. The mosteffective somatosensory stimulus seems to be stretching the muscles or tendons connected to the
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 pinna, as would happen when the pinna is moved away from its rest state by muscle contraction(Kanold and Young 1996). At present, it is hard to relate the somatosensory input to a usefulcomputational mode for the animal, because the correspondence between the nature of the pinnamuscle activation and the effect in DCN is not known. It is not yet clear, for example, what pinnamovements would be effective in producing DCN inhibition or whether there is a mapping ofspecific patterns of muscle activity or pinna movement onto the array of parallel fibers.However, it is clear that movement and the position of the pinna are important sensory variablesfor a cat. As the cat’s external ear is moved, its directional gain characteristics changedramatically (Young et al. 1996). The mapping of notch frequency into position in space, forexample, moves approximately with the pinna. Thus the map in Fig. 1C applies only for thepinna in its relaxed state. In addition, movement of the pinna causes the directional transferfunctions of the pinna to sweep across a stationary sound source, producing substantial timevarying changes in the spectrum of the sound reaching the eardrum. Poon and Brugge (1993)showed, in an approximate simulation of this situation, that auditory nerve fibers respondstrongly to the resulting spectral changes. DCN neurons would be expected to be even moresensitive to situations like transient notches in the spectrum of a sound source. In addition, a catcan substantially change its listening conditions for a particular sound source by changing theorientation of its pinnae (Young et al. 1996). The ear can be optimized for location or movementsensitivity by placing notches in the HRTF near the source or it can be optimized foridentification of the source by moving the notches away (thereby eliminating the spectraldistortions of the HRTF). Proper use of the information provided by the external ear requirescoordination of the auditory processing of signals from the ear with the position of the pinna.The convergence of auditory and somatosensory information in the DCN thus could represent aform of sensory-motor coordination, for optimizing auditory processing. This hypothesis issimilar to the hypothesized role of the cerebellum for sensory-motor coordination (Gao et al.1996).
 At the beginning of this chapter, three types of evidence for the role of a neural structurewere discussed. Evidence of each of the three types has been put forward to support a role for theDCN in processing of spectral sound localization cues, and perhaps integrating them withsomatosensory information important for interpreting the spectral cues. Although the evidenceconcerning the projection sites of the DCN’s axons cannot be easily interpreted at present, it isclear that the information about spectral notches is preserved and re-encoded in the CNIC in aspecifically DCN-related system. Thus we can conclude that the DCN is probably involved insome aspects of sound source localization. However, there are reasons to believe that the DCN’srole extends beyond spectral sound localization cues. Among these are the fact that thespecializations for notch detection are not confined to the frequency range in which notches arefound in HRTFs (Fig. 13D) and the fact that there is enormous computational power in thecircuitry of the molecular layer, but good hypotheses for the computations being done there havenot yet emerged. Thus we have hints as to the role of the DCN, but much more to discover.
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 AbbreviationsANF auditory nerve fiber
 BBN broadband noise
 BF best frequency
 CIA central inhibitory area
 CN cochlear nucleus
 CNIC central nucleus of the inferior colliculus
 DAS dorsal acoustic stria
 DCN dorsal cochlear nucleus
 EP evoked potential
 GABA γ-aminobutyric acid
 HRTF head-related transfer function
 ILD interaural level difference
 ITD interaural time difference
 MSN medullary somatosensory nuclei
 PST post-stimulus time
 STRF spectro-temporal receptive field
 VCN ventral cochlear nucleus
 WBI wideband inhibitor
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